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a b s t r a c t

Clustering on categorical data streams is a relatively new field that has not received as much attention as
static data and numerical data streams. One of the main difficulties in categorical data analysis is lacking
in an appropriate way to define the similarity or dissimilarity measure on data. In this paper, we propose
three dissimilarity measures: a point-cluster dissimilarity measure (based on incremental entropy), a
cluster–cluster dissimilarity measure (based on incremental entropy) and a dissimilarity measure
between two cluster distributions (based on sample standard deviation). We then propose an integrated
framework for clustering categorical data streams with three algorithms: Minimal Dissimilarity Data
Labeling (MDDL), Concept Drift Detection (CDD) and Cluster Evolving Analysis (CEA). We also make com-
parisons with other algorithms on several data streams synthesized from real data sets. Experiments
show that the proposed algorithms are more effective in generating clustering results and detecting con-
cept drift.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Many natural and artificial systems in practical applications
such as real-time monitoring, stock market, and credit card fraud
detection, continuously generate the temporally ordered, fast
changing, massive and potentially infinite data streams. The re-
search on data stream mining is becoming important and mean-
ingful [1,2]. A data stream is defined as a real-time, continuous,
ordered (implicitly by arrival time or explicitly by time-stamp)
sequence of data items [3]. In recent years, several kinds of data
mining researches have been explored for the data stream
environment, including the summarization and statistics [4–6],
data selection [7], change detection [8,9], sampling [10], data clus-
tering [11–16] and data classification [17–20]. Ditzler and Polikar
[21] discussed learning concept drift from imbalanced data. Gha-
zikhani et al. [22] proposed an online ensemble of classifiers for
non-stationary and imbalanced data streams. Lu et al. [23] took
the training case-base as an evolving data stream and proposed a
new case-base editing method targeting competence enhancement
under concept drifting environment.

Clustering is a widely used technique used to identify the clus-
ter structure in an unlabeled data set by objectively organizing
data into homogeneous groups and maximizing the within-
group-object similarity as well as minimizing the between-
group-object similarity [24]. Clustering techniques for data
streams are very different from those for static data (i.e., data set
that is unchanged in the clustering process), because it is difficult
to control the order in which data items arrive, to store an entire
data stream, or to scan through it multiple times due to its tremen-
dous volume [1]. Another distinguishing characteristic of data
streams is that they are time-varying. Changes in the hidden con-
text can induce more or less radical changes in the target concept,
generally known as concept drift [25]. As the concepts behind the
data evolve with time, the underlying clusters may also change
considerably with time [24]. Performing clustering on the entire
time-evolving data not only decreases the quality of clusters but
also disregards the expectations of users, who usually require the
recent clustering results [26]. Thus, discovery of the concepts hid-
den in data streams imposes a great challenge upon cluster
analysis.

Many researches on clustering data streams in the numerical
domain have been reported [11–13,27,15,28–34]. Actually,
categorical data streams prevalently exist in real data. In the
categorical domain, however, the above algorithm is infeasible
because the numerical characteristics of clusters are difficult to
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define. Nasraoui et al. [35] presented a strategy to mine evolving
user profiles in the Web and designed an algorithm for tracking
evolving user profiles based on clustering results. Chen et al. [26]
proposed a framework for clustering concept-drifting categorical
time-evolving data. In their framework, a kind of cluster represen-
tative is defined based on the importance of the combinations of
attribute values and an algorithm, named maximal resemblance
data labeling, is then proposed to allocate each unlabeled data
point into a corresponding appropriate cluster by utilizing cluster
representative. In Chen’s framework, the reclustering is performed
in the current sliding window when quite a large number of outli-
ers are found or quite a large number of clusters are varied in the
ratio of data points in the current temporal clustering result ob-
tained by data labeling. However, we claim that the reclustering
is not necessary when quite a large number of clusters are varied
in the ratio of data points, because every data point in the current
sliding window has been properly labeled. By defining the distance
between two sliding windows, Cao et al. [36] proposed an algo-
rithm for detecting concept-drifting windows on the categorical
time-evolving data. But in his framework, concept-drifting win-
dows are detected based on the distance between adjacent sliding
windows. When computing the distance, all data points in each
window are regarded as a cluster without taking both cluster dis-
tribution and outliers into consideration. Thus, it is desired to de-
vise an efficient method for clustering categorial data streams.

In this paper, we propose an integrated framework for cluster-
ing categorical data streams by using sliding window technique
and data labeling technique. It consists of three parts: Minimal Dis-
similarity Data Labeling (MDDL), Concept Drift Detection (CDD)
and Cluster Evolving Analysis (CEA). In this framework, the initial
clustering is performed on the first sliding window. MDDL marks
an incoming data point in the current sliding window with a prop-
er cluster label by referring to the clustering result of the previous
sliding window, and the data points that cannot be exactly marked
are regarded as outliers. There are two cases to be considered as
concept drift. One case occurs when the outlier ratio in the current
window is larger than a given threshold. In this case, a reclustering
is performed in the current window. Another case occurs when the
cluster distribution in the current window has a larger difference
with that in the previous window. CDD is designed to explore
the two cases and to find out the concept drift windows. In order
to iconically show the cluster evolving process, the representative
of a cluster and a dissimilarity measure between two clusters with
adjacent time stamps are defined. CEA is designed to analyze the
time-evolving trend of clusters at different time stamps. The com-
parative experiments validate the availability of the proposed
framework.

The major contributions of this paper are the following:

� An integrated framework is proposed for clustering categor-
ical data streams by using sliding window technique and
data labeling technique.

� An effective data labeling algorithm is developed based on
the point-cluster dissimilarity measure.

� The dissimilarity measure between two cluster distributions
is employed to detect the concept drift.

� The cluster–cluster dissimilarity measure is employed to
analyze the time-evolving trend of data stream.

This paper is set up as follows. In Section 2, the problem of clus-
tering categorical data steams is formulated. In Section 3, a dissim-
ilarity measure between a data point and a cluster is defined by
incremental entropy and MDDL algorithm is proposed. In Section
4, a dissimilarity measure between two cluster distributions is
defined, and CDD algorithm is designed. In Section 5, the cluster
representative is defined, and CEA algorithm is proposed based

on the dissimilarity measure between two clusters. Section 6 re-
ports our experimental study on synthetic data sets generated
from a few of real raw data sets. Section 7 concludes the paper with
some remarks.

2. Problem description

Suppose that a set of categorical data points DS is given, where
each data point xi is a d-dimensional vector of attribute values, i.e.,
xi ¼ x1

i ; x
2
i ; . . . ; xd

i

� �
. Each component xj

i ð1 6 j 6 dÞ takes a value
from the domain Vj of the jth attribute. It should be noticed that
the data points in DS are ordered. Sliding window is an often-used
technique for observing and analyzing a data stream. The size of
sliding window usually indicates how large time scale or data
granularity will be utilized by analysts to data analysis. When
the window size N is given the data set DS is then separated into
a series of continuous sliding windows St , where the superscript
t is the identification number of the sliding window, also called
time stamp.

The characteristics of continuation, speediness, order, changing,
huge amount of data streams require a fast, real-time response of
data analysis method. Data labeling technique is often adopted to
improve the efficiency of clustering [26,36]. In our framework, let

Ct�1 ¼ ct�1
1 ; ct�1

2 ; . . . ; ct�1
kt�1

n o
be the clustering result of the sliding

window St�1, where ct�1
m (1 6 m 6 kt�1) is the mth cluster. Utilizing

the cluster information of Ct�1 we mark each data point in St with a
proper label corresponding to a cluster of Ct�1. And the labeling re-

sult C0t ¼ c0t1 ; c
0t
2 ; . . . ; c0t

kt�1 ; outliers0t
n o

of St will be called the tempo-

ral clustering result, where outliers0t is the set of data points in St

that cannot be marked with any proper cluster label of Ct�1.

3. Incremental entropy and data labeling

3.1. Some basic notions of entropy

As a kind of measure of the uncertainty of a random variable
[37], Shannon entropy and its variants were widely applied to al-
most all disciplines such as pattern discovery [38], numerical clus-
tering [39] and categorical data clustering [40–44]. Let x be a
discrete random variable taking a finite number of possible values
v1;v2; . . . ;vn with probabilities p1; p2; . . . ; pn respectively, such that
pi P 0 ði ¼ 1;2; . . . ;nÞ, and

Pn
i¼1 pi ¼ 1. The entropy HðxÞ of a dis-

crete random variable x is defined by

HðxÞ ¼ �
Xn

i¼1

pi log2 pi: ð1Þ

Let X ¼ ðx1; x2; . . . ; xdÞ be a discrete random vector, a finite set Vj

be the domain of xj ð1 6 j 6 dÞ. pðxj ¼ vÞ denotes the probability of
the event xj ¼ v , where v 2 Vj. If random variables xj ð1 6 j 6 dÞ
are independent, the information entropy HðXÞ of X is defined as
[37]

HðXÞ ¼
Xd

j¼1

HðxjÞ ¼ �
Xd

j¼1

X
v2Vj

pðxj ¼ vÞlog2 pðxj ¼ vÞ: ð2Þ

Entropy-based measures can evaluate the orderliness of a given
cluster [43]. Also, entropy criterion is especially good for categori-
cal data clustering because of the lack of intuitive distance defini-
tion for categorical values.
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