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a b s t r a c t

Purpose: This paper aims to develop and compare several elicitation criterions for decision making of
incomplete soft sets which are generated by restricted intersection.
Design/methodology/approach: One time elicitation process is divided into two steps. Using the greedy
idea four criterions for elicitation of objects are built based on maximax, maximin, minimax regret and
combination of expected choice values and elicitation times. Then these initial unknown values which
produce incomplete values together with known information are in priority.
Findings: Fast methods for computing possibly and necessarily optimal solutions before or in the elicita-
tion process are invented. As far as the sizes of soft sets used in the simulation experiments, it is found
statistically that we should choose the criterion based on the combination of expected choice value and
expected elicitation times in the first step of one time elicitation.
Practical implications: The developed methods can be used for decision making of incomplete 0–1 infor-
mation systems, which are generated by the conjunction of two experts’ incomplete 0–1 evaluation
results. Whenever the available information is not enough for choosing a necessarily optimal solution,
the elicitation algorithms can help elicitate as few unknown values as possible until an optimal result
is found. An elicitation system is made to show that our elicitation methods can potentially be embedded
in recommender or decision support systems.
Originality/value: The elicitation problems are proposed for decision making of operation-generated soft
sets by extracting from some practical problems. The concept of expected elicitation times of objects is
defined and used for developing one type of elicitation strategy.

� 2014 Elsevier B.V. All rights reserved.

1. Motivations

This section mainly focuses on the motivations of this paper’s
subject. Firstly two cases in practice are given. Then we make an
introduction to soft sets. At last by describing the problems in
the two cases with soft set model, we propose the elicitation
problems to be dealt with in this paper.

1.1. Two cases in real practice

Case 1: Site Selection
A company leader wants to make a site selection for his over-

seas branch company. U ¼ fs1; s2; s3; s4g is the set of 4 potential
choices. E ¼ fc1; c2; c3; c4g is the set of parameters describing condi-
tions such as air humidity, traffic facilities, price of land, labor
price. There are two investigators Alice and Bob. They have made
their incomplete evaluations which are shown in Table 1, where.

� in each bracket:

(1) the first value refers to the opinion of Alice and the second
value refers to that of Bob.
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(2) 1 means appropriate (positive) and 0 means a negative
answer.

(3) 0.5 means incomplete evaluation.

� the value outside each bracket is equal to the minimum of
the two values inside the bracket. This means that a certain
choice is appropriate with respect to a certain condition if
and only if the two investigators are both satisfied with
that. In the situation when Alice is satisfied with certain
condition of one choice and Bob has not given his opinion
on this, the integration of their evaluations should be
incomplete. Obviously, once Alice says no for a certain con-
dition of one choice, the final integration must be negative
no matter what the opinion of Bob is.

� the value of form aþ b� þ c�� in the row si (i = 1,2,3,4) and
the column r corresponds to the incomplete decision value
of si :

(4) a equals to the number of value 1 outside brackets in the
row si.

(5) Definition 1.1. b� is defined as the incomplete decision value
part marked with one asterisk of si, where b equals to the
number of value 0.5 outside these brackets containing only
one 0.5 in the row si. When b ¼ 0; b� is omitted.

(6) Definition 1.2 c�� is defined as the incomplete decision value
part marked with two asterisks of si, where c equals to the
number of value 0.5 outside these brackets containing two
0.5 in the row si. When c ¼ 0; c�� is omitted.

For Table 1, the decision value of s2 is equal to 2. However, the
real decision values of the other objects are unavailable due to the
incomplete information. In this example all of these 4 choices are
possible to one of the optimal solutions under usual additive model
and no one of them must be an optimal solution of the real situation.
If we want to make approximate reasoning, which one should be an
approximate solution? If we want to make exact reasoning, which
investigator should give evaluation on which unknown value?

Case 2: Finding a best employee
A company wants to employ one person from a lot of graduates.

There are two interviewers to evaluate these job hunters about the
following aspects: c1, writing ability; c2, organizing ability; c3,
communicating ability; c4, adaptability to changes. The evaluation
results of the two interviewers can be given by two 0–1 valued ta-
bles, where the rows correspond to the job hunters, the columns
correspond to the above four abilities. 1 means good, 0 means
not good. The final evaluation matrix is got by min operator simi-
larly like Case 1. For certain reasons, these evaluation tables may
be incomplete. Table 1 can also be an example of this case, where
s1 to s4 mean four graduates. In this situation the job interviewers
have to make efforts to know some of these unknown values. So
who should do elicitation work? And about which unknown value?
We need an elicitation algorithm for guiding this work.

1.2. An introduction to soft set

Soft set theory was initiated as a new mathematical tool for
dealing with uncertainty and vagueness by Molodtsov [27]. The

theory of soft sets [24,26] has potential wide applications in fields
like game theory, operations research, decision making and so on.
Many researchers have studied soft set based decision making
[4,11,14,15,19–23,25,30,32,34]. For instances, soft sets theory have
been used to evaluate business competitive capacity [37] and make
combined forecasting approach [38].

Let us give an example of a soft set. Assume that
U ¼ fh1;h2;h3;h4g is a set of houses. A ¼ fe1; e2; e3; e4; e5g is a set
of parameters characterizing ‘‘cheap’’, ‘‘legal’’, ‘‘subway will be
build nearby’’, ‘‘convenient for shopping’’, ‘‘near school’’, respec-
tively. A soft set P over U is a function from A to the powerset of
U. That is for each ei 2 A, there exists a subset of U, which means
that the houses in this subset is good with respect to this parame-
ter. See Table 2 for a representation of a soft set P over U. The sub-
set corresponding with e1 is equal to fh2;h3g. The subset
corresponding with e2 is equal to fh1; h3;h4g.

The decision value function of this soft set, denoted by r, com-
pute for each object hi the number of parameters whose corre-
sponding subset of U contains hi. From the point view of Table 2,
rðhiÞ is the number of value 1 in the row indexed by hi. According
to soft set theory, the best house is the one which has the maxi-
mum value of r.

However, soft set may be incomplete. Take the soft set in Table 2
for example, the businessman in real estate may cheat customer or
refuse to show the required certificates. Thus people have to make
some efforts to consult relative government departments. Similarly
whether there will be subway built nearby, for some houses it is hard
to say. We have to consult the municipal construction planning.

1.3. Elicitation problems in soft set theory

By comparing Tables 1 and 2, it is easy to see that the tabular
representations of evaluation matrixes of Alice and Bob in Case 1
can be regarded as incomplete soft sets. A complete evaluation from
Alice or Bob can both be regarded as complete soft sets. Similarly for
Case 2. What is more, the integration method can actually be mod-
eled by the restricted intersection operation of two soft sets.

As an abstraction of the questions in Case 1 nd Case 2 in the
context of soft set theory, we assume such a situation in which
the unknown information of incomplete soft sets can be accessed
under certain conditions. For example, we can pay for that. We
are to find at least one solution which must be an optimal solution
of the real soft set no matter what the missing values are. So we
need an elicitation algorithm. Simply speaking, we need to answer
which unknown value to elicitate first. Such algorithm should be
better in the sense that we need to elicitate as few unknown values
as possible. Elicitation strategies for soft constraint problems with
missing preferences have been studied by Gelain et al. [17] and Pini
et al. [29]. The difference is that we are dealing with elicitation
problems of incomplete 0–1 information systems [28] which are
generated by another two ones.

Why we choose soft set model? The reasons are as follows.

� In real practice, Alice and Bob may evaluate different set of
parameters. And the integration method may have some
other models rather than the min operator (conjunction).
In soft set theory these situations have already been

Table 2
Tabular representation of a (an incomplete) soft set P with (incomplete) decision
values.

e1 e2 e3 e4 e5 r

h1 0 1 0 1 0 2
h2 1 0 1(0.5) 0 1 3(2 + 1⁄)
h3 1 1(0.5) 0 0 1 3(2 + 1⁄)
h4 0 1 1 1 1 4

Table 1
Integration of evaluation matrixes from Alice and Bob by min operator.

c1 c2 c3 c4 r

s1 1(1,1) 0(0,0) 0.5(0.5,1) 1(1,1) 2þ 1�

s2 0(0,1) 0(1,0) 1(1,1) 1(1,1) 2
s3 1(1,1) 0.5(0.5,0.5) 1(1,1) 0(0,0) 2þ 1��

s4 1(1,1) 0.5(0.5,1) 0.5(0.5,0.5) 0(0,1) 1þ 1� þ 1��
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