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We consider Dempster-Shafer belief structures (DSBSs) m having finitely many non-empty compact
intervals as focal elements and prove several results describing the interrelation between DSBSs and their
so-called Belief Cumulative Distribution Functions (BCDFs) x F(x) = (F(x),F(x)) induced by the
corresponding belief and plausibility measures. In particular, we answer a question by Ronald R. Yager
on the injectivity of the assignment m~ F.
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1. Introduction

Suppose that (2, 4, P) is a probability space and that X : Q — R
is an unobservable random variable. Instead of X(w), however, it is
possible to observe a compact interval X(w) = [X(w),X(w)] con-
taining the true value X(w) for every w € Q (think, for instance,
of a measurement device rounding to a certain digit or general
interval-censored data, see [7,9]). Assuming that X is a random
compact interval (i.e. that both X and X are random variables)
according to Dempster [1] X induces the so-called lower and upper
probability = and 7 (also referred to as belief and plausibility mea-
sure) respectively via

n(B) = P({w € Q: X() CBY)

T(B) = P({w € Q: X(w) NB # 0}) (1)

for every Borel set B € B(R). Obviously 7(B) and 7(B) can be used as
lower and upper bound for P({w € Q : X(w) € B}). For important
properties of = and 7 as set functions (also in the general setting
of random closed sets) see, for instance, Matheron [3] and
Molchanov [4]. In case the range of X only consists of (pairwise dif-
ferent) intervals [ay, bq], ..., [@,, by] the random interval X is fully
characterized by the quantities m; = P({w € Q: X(w) = [a;, bi]})
for ie{1, ..., n}. Defining m: 2% — [0,1] by m(A) =0 for A¢ {[a,
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b1], ..., [an, by]} and m(A) = m; for A = [a;, b;] induces a Dempster—
Shafer belief structure (DSBS, see [8]) which we will denote by
(R, m, ([a;, b)), ). Yager [8] studied the interrelation between DSBSs
and their so-called Belief Cumulative Distribution Function (BCDF)
F,., defined by (notation as before)

E.(%) = [((—00, X]), 7((—00,x])]

for every x € R, and asked the question under which (necessary and
sufficient) conditions two DSBSs induce the same Belief Cumulative
Distribution Function. In the current note we give an answer to this
question and prove several related results. In fact we present two
main theorems: Firstly, for each pair of non-decreasing right-
continuous step functions F;, F» with F; < F, we can find a (not nec-
essarily unique) DSBS (R, m, ([a;, bi))i_,) such that F,, = [F1,F,]. And
secondly we show that m is unique if and only if its focal elements
([ai, b)), fulfill a simple intersection-condition.

As main contribution the paper provides a concise description
of the interrelation between DSBSs and BCDFs. Such a description
is not only interesting from the theoretical mathematical point of
view since it generalizes the one-to-one relationship between dis-
crete probability measures and discrete distribution functions,
which is, for instance, implicitly utilized in statistics whenever
the empirical distribution function F, of a sample x4, .. ., x, instead
of the sample itself is considered. In fact it is also essential from the
applied perspective since whenever working with DSBSs and
BCDFs it has to be understood completely under which conditions,
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for instance, considering the BCDF instead of the DSBS does not im-
ply a loss of (relevant) information.

2. Notation and preliminaries

For every set E the cardinality of E will be denoted by #E. In the
sequel K£(R) will denote the family of all non-empty compact (i.e.
closed and bounded) intervals in R,X(]0,1]) the family of all
non-empty compact subintervals of [0, 1]. B(R) denotes the Borel
o-field in R, 6, the Dirac measure in x, P the family of all probabil-
ity measures on B(R) and P4 the family of all elements y € P for
which there exists a finite set 4 C R with u(A)=1. F will denote
the family of all distribution functions on R. It is well known that
there is a one-to-one correspondence between F and P: In fact, gi-
ven F € F and defining 1, : B(R) — [0, 1] by setting
He((—00,X]) = F(x)
for every x € R and extending ur in the standard way (see for in-
stance [2,5]) to full B(R) yields yu; € P. Moreover, given p € P and

defining F,(x) = pu((—oo, x]) for every x € R, it is easily verified that
F, € F. Altogether the maps ¢ : P — F and ¥ : ¥ — P, given by

(W) =Fy and  V(F) = g, (2)

fulfill @(uf) = F for every F € F as well as ¥(F,,) = F for every u € P
(again see [2,5] for details), implying bijectivity of @, ¥ and
¥ = ¢!, F, will denote the family all elements in F corresponding
to u € Pg, i.e. all functions of the form F(x) = 31" ; o1k, o) (X) With
nenN, {xi,..., %} CR,{oh,...,0,} C(0,1)" and I 0 = 1. Obvi-
ously @ maps P, in a one-to-one manner to 74 and ¥ maps Fq
in a one-to-one-manner to P,;. Due to monotonicity of every
F € F the left- and right limit of F at x € R exist and will be denoted
by F(x—) and F(x+) respectively.
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Following Tavalera et al. [6] and Yager [8] we will only consider
Dempster-Shafer belief structures (DSBS, for short) on R with
pairwise different non-empty compact intervals By =[a;, bi],
B, =|ay, b,], ..., By=]a, b,] as focal elements, i.e. we consider
mappings m : 2% — [0, 1] fulfilling

(i) m(A)=0ifA#B;forallie{1,... n}
(i) 2L m(B;) =1
(iii) B; € K(R) for every i € {1, ..., n} and B; # B; for i #j.

Note that, contrary to half open intervals, considering non-
empty compact intervals does not exclude the possibility of having
focal elements containing only a single point. Without loss of gen-
erality we will also assume m(B;) > O for every i € {1, ..., n}. Each
such DSBS will be denoted in the form (R, m, (B);.;), D will denote
the family of all these DBSB. For every DSBS (R, m, (B;)_,), the sets
L., R, are defined by

Ly={a1,...,a,} and R, ={bi,...,bn}. 3)

Obviously the cardinalities #L,,, #R,, of L., R, fulfill #L,,,#R,, < n.
Every DSBS (R,m, (B))[,) induces a belief measure Bel,, : 2% — [0,1]
and a plausibility measure Pl : 2% — [0, 1] by setting

Bel,(A)= > m(By), Pl.(A)= > m(B) (4)

i: BiCA%0 i: BnA%0

for every AC R. Note that, using the interpretation of DSBS with
compact intervals as focal elements given in the Introduction, the
pair (Bel,,Pl,,) coincides with the lower and upper probability
(m, ) induced by the discrete random compact interval X. Define
functions F,,,F, :R —[0,1] by F,(x) = Bel((—oco,x]) and F,(x) =
Pl((—oc,x]) for every x € R. Then the function F, : R — K([0,1]),
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Fig. 1. DSBS with 53 intervals [a;, b;] as focal elements (left) and the corresponding BCDF (right); all a;, b; are elements of N/2 = {0,1/2,1,3/2,2,...}.
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