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a b s t r a c t

The community structure is one of the most important patterns in network. Since finding the communi-
ties in the network can significantly improve our understanding of the complex relations, lots of work has
been done in recent years. Yet it still lies vacant on the exact definition and practical algorithms for com-
munity detection. This paper proposes a novel definition for community which overcomes the drawbacks
of existing methods. With the new definition, efficient community detection algorithms are developed,
which take advantage of additive topological and other constrains to discover communities in arbitrary
shape based on the feedback. The algorithm has a linear run time with the size of graph. Experimental
results demonstrate that the community definition in this paper is effective and the algorithm is scalable
for large graphs.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Complex networks have been widely used in many applications.
Representative complex networks include Internet [10], email
communication networks [9], social networks [43], mobile call net-
works [28], instant-messaging networks [23], citation networks
[8], and biological networks [13]. Because of its importance, the
mining of complex network attracts the attentions of researchers
in the literature. Many data mining problems over complex net-
work have been studied. One of them is community detection.

The goal of community detection is to cluster the similar verti-
ces into one community and separate to the others. Since the ver-
tices in the same community share similar properties, the
communities in the network make users understand the complex
relations deeply. As an example, the Zachary’s karate club network
is shown in Fig. 1. The friendship relationships among 34 members
of karate club at a US University in the 1970s [45] are modeled as a
network. Because of the conflict of opinion between the adminis-
trator and the instructor, the club can be split into two communi-
ties. If the community detection algorithms are applied to the
network, before the artificial classification is performed, these
two communities can be known. The problem is that when there
are millions of persons in one organization, artificial classification

becomes infeasible. In such cases, community detection techniques
are in demand.

The Zachary’s karate club network is a typical social network.
Since it is modeled based on real social relationships and the com-
munity structure is obvious after the break up, it has been analyzed
by almost all community detection algorithms. In this paper, we
choose it as the motivate example in this paper.

Community detection has many applications in systems related
to complex networks. The examples include classification in social
dimensions [40], finding influential bloggers [1] and recommenda-
tion system [44]. The social dimensions describe the affiliation of
an actor. And the affiliations can be learned automatically in pres-
ence of community labels. Influential bloggers impact the follow-
ers in various ways, and they are often the most representative
actors in a community. Community detection could help to find
such bloggers.

Even though many community detection methods have been
proposed due to its importance, the requirements of the applica-
tions have not been satisfied. Current methods have the following
shortcomings.

First of all, community is not defined perfectly. Intuitively, a
community is a group of vertices in the network, within which
the connections are dense, but between which the connections
are sparse. Although many researchers have tried to give an exact
definition of the community [30,27,39,33,16], none of them have
been generally accepted. The major reason is that existing defini-
tions of community are based on the models far from the real-
world situations. The method in [27,39] requires a fixed threshold.
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This makes them unsuitable for the communities in various forms.
The definition in [30] assumes that in a stochastic network, each
vertex connects to other vertices in the same probability. Clearly,
for a complex network, this assumption does not always hold.
The strong and weak definitions in [33] both have their drawbacks,
since the strong definition is so strict that will miss some vertices
like V8 in Fig. 2. In the other extreme, the weak definition is too
loose and more like just a feature of community than an exact def-
inition. That is, the whole network will meet the weak definition to
be a community, which is incomprehensible.

The second is that current methods are not suitable for massive
data. The time complexity of most classic clustering algorithms is

more than O(n2logn), where n is the number of vertices. The naïve
divisive [13] algorithms have time complexity O(m2n) where m is
the number of edges. Though many optimization techniques
[30,41,31,35,14] are proposed in recent years, none of them is suit-
able for massive data due to the nature spirit of division that has to
find the weakest edges or vertices and the time complexity is not
improved. Ref. [42] introduced Markov Cluster Process for the par-
tition, while its time complexity is O(n3). Some heuristic methods
[3,21] have been proposed, but none of them have time complexity
assurance. All the modularity maximization algorithms are
approximate methods. The time complexity of [29] is O((m + n)n),
the time complexity of [32] is O(mn2), and that of [7] is O(mdlogn),
where d is the depth of the ‘‘dendrogram’’. Ref. [38] has used the
method in [7] as a step, which makes its time complexity no smal-
ler than O(mdlogn). However, many applications such as social
network involve huge graphs and require methods with linear or
sub-linear time complexity.

The third is that they do not take advantages of feedback infor-
mation and structural features of graphs sufficiently. Different
users may have different requirement for communities. For exam-
ple, the number of communities divided by an election should be
exact the number of candidates. Feedback can help the system to
discover the intensions of users. The knowledge of network struc-
tural features can also improve both efficiency and effectiveness of
community detection. For example, if we know that the network is
modeled as a forest, then the community should be easily found
from the root vertex. Unfortunately, all existing algorithms are
closed systems. It means that if the communities are generated,
they are fixed without modifications. Feedback and structural
information are never considered.

To overcome the shortcomings of current approaches, we pro-
pose a novel definition of community as well as two community
detection algorithms. Our definition considers scale-free pattern
for complex network, such that the definition is more convincing
and closer to the real-world situations. The community detection
algorithms proposed in this paper are based on the new commu-
nity definition. The linear time complexity makes them suitable
for web scale networks. Additionally, they can make sufficient
usage of feedback information and structural information to im-
prove the efficiency and effectiveness.

The contributions can be summarized as follows:

(1) The first contribution is the Peaks model and a novel defini-
tion for community. This definition is based on the scale-free
pattern and the community structure pattern. Based on the
Peaks model, a community definition matching the real-
world situations is proposed. In this definition, each commu-
nity has some centers, called ‘‘Core’’. A community should
satisfy that the distance from each vertex to the cores of the
community should not be larger than those to any other com-
munity. And when it comes to an equal distance, a vertex
should belong to the community with the most connections.

(2) The second contribution is the practical criterion to quantify
the community structure. The most impartial evaluation is
when there is an exact division in real-world data. And it
is convincing.

(3) Two efficient community detection algorithms are proposed
for different applications. These two algorithms can perform
community detection according to our model in time com-
plexity linear to the network size and are easy to make use
of feedback information and structural features.

(4) Extensive experiments demonstrate that our method out-
performs existing methods and scales well for large network.

Organization: The remaining part the paper is organized as fol-
low. Section 2 introduces the related work on community

Fig. 1. The network of Zachary’s karate club. Each vertex represents an individual in
the club. The administrator and the instructor are represented by node 1 and node
33, respectively. Each edge represents the interaction between two members. All
the relations among individuals are represented in (a), and the two clubs after the
splitting are represented in (b).
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Fig. 2. The unreasonable situation for the strong community.

Y. Li et al. / Knowledge-Based Systems 52 (2013) 268–278 269



Download	English	Version:

https://daneshyari.com/en/article/405162

Download	Persian	Version:

https://daneshyari.com/article/405162

Daneshyari.com

https://daneshyari.com/en/article/405162
https://daneshyari.com/article/405162
https://daneshyari.com/

