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a b s t r a c t

Algorithms for distributed agreement are a powerful means for formulating distributed versions of
existing centralized algorithms. We present a toolkit for this task and show how it can be used
systematically to design fully distributed algorithms for static linear Gaussianmodels, including principal
component analysis, factor analysis, and probabilistic principal component analysis. These algorithms
do not rely on a fusion center, require only low-volume local (1-hop neighborhood) communications,
and are thus efficient, scalable, and robust. We show how they are also guaranteed to asymptotically
converge to the same solution as the corresponding existing centralized algorithms. Finally, we illustrate
the functioning of our algorithms on two examples, and examine the inherent cost-performance trade-
off.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

There exists a strong trend inmodern signal processing research
ofmoving away from classical centralized processing architectures
towards fully distributed ones. These new platforms rely on a
(possibly large) number of interconnected nodes to perform any
given task without relying on any central entity such as a fusion
center. This lends them unmatched adaptability, robustness, and
fault-tolerance.

However, this shift of paradigm also creates a need to reinvent
traditional algorithms, since they are no longer applicable, for the
lack of a fusion center. This is done by designing new distributed
implementations aimed at such distributed platforms.

Two distinct and equally important parts of any such imple-
mentation are the intra-node local processing at each node, and
the inter-node communications which provides coordination. Only
a coupled design of these two components assures the emergence
of global behavior matching, or at least approximating, that of the
original centralized algorithm.

Investigation of such distributed platforms may be motivated
by the wish to understand and recreate emergent behavior in
large-scale decentralized biological systems, such as groups of
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animals (e.g. schools of fish), cardiomyocyte cells, or even the
nervous system. Also, the same type of algorithm appears in large-
scale computer networks, such as wireless sensor networks.

In this work, we will examine the processing and communi-
cations (intra- and inter-node) aspects of performing static lin-
ear Gaussian models (SLGMs), all in a distributed way based on
consensus and gossip algorithms. As we will see, SLGMs include
principal component analysis (PCA), as well as two closely related
algorithms, factor analysis (FA) and probabilistic PCA (PPCA).

1.1. Related work

PCA is one of the most fundamental and best known feature
extraction algorithms (Hotelling, 1933; Jolliffe, 2002; Pearson,
1901), dating back to the 1930s. Since then it has enjoyed
tremendous success in many diverse fields, inspiring numerous
variations and extensions.

There exist various partially distributed implementations of
PCA. They focus on saving part of the multi-hop communica-
tion cost by either local computations (Kargupta, Huang, Sivaku-
mar, & Johnson, 2001) or aggregation services (Bai, Chan, & Luk,
2005; Le Borgne, Raybaud, & Bontempi, 2008; Qi & Wang, 2004),
but they still rely on a fusion center for merging the local re-
sults. In the context of distributed compression and source cod-
ing, Gastpar, Dragotti, and Vetterli (2006) proposed a distributed
Karhunen–Loéve transform which is posed as an optimization
problem, where convergence to the global optimum is, in gen-
eral, not assured. Our two consensus-based distributed PCA algo-
rithms (Valcarcel Macua, Belanovic, & Zazo, 2010) outperform all
the above because they both guarantee convergence, with no fu-
sion center, just by local neighborhood communications.
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Meanwhile, computing over networks of processing elements is
a potent paradigm, offering robust and scalable implementations
for a variety of different algorithms (Bertsekas & Tsitsiklis, 1997).
The rich body of knowledge on this topic includes parallel, decen-
tralized, and distributed implementations. Parallel computing fo-
cuses on splitting the input data, available at once on an incoming
bus, into many processing units, each in charge of processing its
own slice of information, and the final results are again gathered
at the output. Performing algebraic operations on such platforms
is well known (van de Geijn, 1997). On the other hand, when we
talk of decentralized processing, the original data is spatially dis-
persed, i.e. partially available at each node, and some local process-
ing is performed before the intermediate results are passed on to a
single fusion center, which produces the final result. An excellent
example is given in Tsitsiklis (1993).

Finally, in distributed processing, the spatially dispersed data
is processed locally, usually in an iterative way, and the interme-
diate results are communicated only among neighboring nodes.
Hence, no fusion center exists, and the final result is available at
all the nodes when the iterative process stops. Consensus algo-
rithms, including gossip, have in recent years provided a pow-
erful tool for distributing existing centralized algorithms. For a
comprehensive review of consensus and gossip, the reader is
directed to Garin and Schenato (2011) and the references therein.
Examples of algorithms distributed using consensus are the
Kalman filter (Olfati-Saber, 2005), detection (Bajovic, Jakovetic,
Xavier, Sinopoli, & Moura, 2011), clustering (Forero, Cano, & Gian-
nakis, 2011), support vector machines (Forero, Cano, & Giannakis,
2010), linear discriminant analysis (Valcarcel Macua, Belanovic, &
Zazo, 2011), andmany others. In this work we explore the applica-
tion of consensus algorithms to SLGMs.

1.2. Contributions

The first contribution we present is a ‘‘toolkit’’: a set of matrix
operations useful in distributing existing algorithms over networks
of nodes. These operations are based on the well-studied average
consensus algorithms and include the distributed matrix product,
distributed least-squares, and distributed estimation of the first
two moments of a multi-dimensional data set.

Themain contribution of this article is a direct application of the
toolkit: a set of fully distributed algorithms to systematically dis-
tribute SLGMs. We begin with two distributed algorithms to per-
formPCA. The first is a directmethod, deriving local approximations
of the sample covariance matrix of the global data set, and hence
the dominant eigenvectors and the principal subspace spanned by
these. The other is an iterative method, based on an expectation
maximization (EM) procedure, producing local approximations of
the global principal subspace. Both algorithms are guaranteed to
asymptotically converge to the centralized solution given by clas-
sical PCA.

In addition, both algorithms are based only on local computa-
tions, with strictly limited communications among nodes, only via
consensus iterations. These low-volume communications do not
grow with the number of data samples and involve only neigh-
boring (1-hop) nodes. Hence, the presented algorithms scale ex-
cellently and are applicable to arbitrarily large networks.

We then present two extensions of our iterative algorithm, to
distribute FA and PPCA algorithms. Although, as already stated, a
multitude of variations of the PCA, PPCA, and FA algorithms exists,
here we focus only on their basic forms in order to illustrate our
key contribution. The application of this or similar methods to the
numerous other variants of each algorithm falls outside the scope
of this particular contribution.

Our final contribution are two experimental examples of the
use of our algorithms, in distributed scenarios over large, sparse
networks, representing the most difficult type of system configu-
ration.

1.3. Outline

We start this article in Section 2 with a brief unifying review
of SLGMs. Then in Section 3 we offer a description of the
system model we will be considering, followed by an overview of
distributed agreement algorithms, focusing on average consensus.
These algorithms are summarized in their scalar, vector, and
matrix forms.

Based on these well-known algorithms we present our first
contribution in Section 4: a toolkit of techniques for distributing
algorithms using consensus interactions.

Then, in Section 5, we present two distributed forms of
performing PCA based on average consensus; one direct and the
other iterative. In the same section we also show two further
algorithms, to distributed FA and PPCA, which are extensions of
the iterative PCA algorithm.

In order to illustrate the functioning of these algorithms, we
show two experiments in Section 6. The first demonstrates the
gain achieved by all the nodes through (limited) cooperation via
consensus interactions, while the second shows the application of
our algorithms in typical real-world scenarios where PCA is known
to be useful.

Finally, we conclude the article in Section 7.

2. Static linear Gaussian models

Roweis and Ghahramani (1999) showed how a single mathe-
matical model, and a rather simple and commonly seen one at
that, can be used to represent fully many different popular algo-
rithms, such as PCA, FA, PPCA, Independent Component Analysis
(ICA), HiddenMarkovModels (HMM) and the Kalman filter, among
others.

The mathematical model is that of a hidden system being
imperfectly observed. It is composed of two rather generic,
linear, discrete-time, difference equations for the state and the
observation. In the first, the hidden system progresses through a
number of states, x, as governed by the state transition matrix A,
and affected by state noisew• ∼ N (0,Q).
x[k] = Ax[k− 1] +w•. (1)
In the second equation, noisy observations y are produced from the
system state through an observationmatrix C, and are also affected
by observation noise v• ∼ N (0,R).
y[k] = Cx[k] + v•. (2)
We note that both noise variables are represented without a time
index k, to emphasize the fact that their realizations are iid, i.e. not
to be seen as a sequence.

For obvious reasons the term linear Gaussian models is used to
refer to all the models united under this umbrella. A particular
subset of these are the static linear Gaussian models (SLGMs), in
which A = 0, so that (1) reduces to
x• = w• (3)
and (2) becomes
y• = Cx• + v•. (4)
In other words, in these models the time index is lost, as all the
states x• (and consequently the observations y• as well) are iid
realizations without any particular (temporal) ordering.

The differentiation among the different SLGMs comes from the
ways of constraining, or modeling R, the covariance matrix that
controls the observation noise. As we will see later, R may be
assumed to vanish (PCA), be a scaled identity matrix (PPCA), or
diagonal (FA).

In this paperwe present a systematicway of distributing SLGMs
using distributed agreement, and present how the particular
assumptions on R of each SLGM affects the distributed algorithms
we propose.
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