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a b s t r a c t

In this paper, the problems of globally exponential stability, dissipativity and solutions’ existence are
investigated for nonautonomous neural networks with mixed time-varying delays as well as general
activation functions. The mixed time-varying delays consist of both discrete and distributed delays. First,
we give a Halanay inequality and combine matrix measure function inequality, sufficient conditions are
established to ensure the dissipativity and globally exponential stability of the solutions of the con-
sidered neural networks in the end, then a criterion are obtained to guarantee the existence of the
solutions of system. Finally, numerical examples are given to show the effectiveness of our theoretical
results.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, autonomous neural networks have been
extensively studied and applied in many different fields such as
signal processing,automatic control engineering, associative
memory and some optimization problems. However, in these
applications they mainly discussed the dynamic behaviors of the
neural networks. For example,the stability, dissipativity and the
existence have been attracted increasing attention, and have
appeared many results. To our sadness, in practical application,
neural networks are always affected by time. Such as time delays
can be caused by the finite switching speed of the neuron ampli-
fiers; and the finite speed of signal propagation [1–3]. Beside, in
hardware implementation, time delays may lead to oscillation;
divergence, or instability, which may be harmful to a system [4,5].
Therefore, the study of dynamic behaviors for delayed neural
networks has received considerable attention in recent years [see
[6–16]].

The authors investigated the dynamic behaviors of various of
nonautonomous neural networks by applying the properties of
M-matrix, the techniques of inequality analysis and constructing
appropriate Lyapunov–Krasovskii functionals in [17–25]. They
obtained some useful results, but some of these papers are only
limited to discrete and distributed delays and their results are not

easy to test. In addition, the activation functions of the neural
network were usually required to be bounded to ensure the
existence and globally stability of an equilibrium point [18,19].
However, in some engineering problems, for example, when
neural networks were designed to solve optimization problems in
the presence of linear or quadratic constraints, the activation
functions modeled by diode-like exponential-type functions are
unbounded [26]. Therefore, boundedness of the activation func-
tions is canceled in the paper.

Furthermore, various forms of generalized Halanay inequalities
were proposed [27–31] to study dissipativity of more complex and
realistic delay systems. For example, in [34] the authors discuss
some various of generalized Halanay inequalities and investigated
dissipativity of delayed neural networks. Based on a large amount
of papers. However, so far, globally exponential stability, dis-
sipativity and existence for nonautonomous neural networks with
mixed time-varying delays which have received little research
attention, mainly due to the mathematical difficulties in dealing
with discrete and distributed delays simultaneously. Hence, it's
significant to solve such an important problem for us in this paper.

Motivated by the above discussion, our paper is concerned with
the stability and dissipativity for neural networks with discrete
and distributed delays by using a Halanay inequality even an
extend one. Besides, comparing with the results in [35], we get the
less conservative conditions for guaranteeing the dissipativity and
stability of neural networks after we use Halanay inequality and
the good properties of Matrix measure in [32,33,38–40] which
may be negative or positive, in comparison to the matrix norm
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that always be nonnegative. The last, three examples are presented
and analyzed to demonstrate our results.

The rest of this paper is organized as follows: In Section 2,
preliminaries including some necessary definitions are pre-
sented. In Section 3, we give a general Halanay-type inequality
and its proof. In Section 4, we investigate the existence of the
solution of nonautonomous neural networks with mixed time-
varying delays, and main results about globally exponential sta-
bility and dissipativity are derived with Halanay inequality. In
Section 5, three examples with simulations are presented to
illustrate our main results. In the end, the study in this paper is
concluded in Section 6.

2. Preliminaries and model description

The notations are quite standard. Throughout this paper, if not
explicitly stated, AT denotes the transpose of a square matrix A,

xðtÞ ¼ ðx1ðtÞ; x2ðtÞ;…; xnðtÞÞT ARn, and _xðtÞ means
dx
dt

. Assume JAJp
ðp¼ 1;2;1Þ denote the Euclidean p-norm in Rn�n and the p-norm
JxðtÞJp (p¼ 1;2;1) of the column vectors are written as
JxðtÞJ1 ¼

Pn
i ¼ 1 j xiðtÞj ; JxðtÞJ2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i ¼ 1 j xiðtÞj 2

q
; JxðtÞJ1 ¼max1r irn j xiðtÞj .

In this paper, we will investigate the following delayed
dynamic systems about nonautonomous neural networks with
mixed time-varying delays.

_xiðtÞ ¼ �ciðtÞxiðtÞþ
Xn
j ¼ 1

aijðtÞgjðxjðtÞÞþ
Xn
j ¼ 1

bijðtÞgjðxjðt�τjðtÞÞÞ

þ
Xn
j ¼ 1

dijðtÞ
Z t

t�σðtÞ
gjðxjðsÞÞdsþuiðtÞ; i¼ 1;2;…;n; ð1Þ

where the variables xiðtÞði¼ 1;…;nÞ denotes the state variables; ci
ðtÞ40 represents the self-inhibition of the ith neuron at time t; aij(t)
stand for the weights of neuron interconnections; bij(t) and dij(t)
denote the connection weights of the jth unit on the ith unit related
to the neurons with discrete delay and distributed delay, respec-
tively; gj : R⟶R; i¼ 1;…;n are activation functions; uiðtÞ; i¼ 1;…;
n are external continuous bounded inputs. τiðtÞði¼ 1;2;…;nÞ
denotes the discrete delays which is assumed to be bounded and
continuously differentiable function; i.e., there exist a positive
number τ and a constant τ i, such that 0rτiðtÞrτ; _τ iðtÞrτ io1:σðtÞ
is distributed delay. In order to establish the conditions of main
results for neural networks (1), we have the following assumptions:

(1) The set of activation functions which satisfy the growth con-
dition is defined as

jgiðxiÞjrki j xi j þni; kiZ0; i¼ 1;…;n

(2) ciðtÞ; aijðtÞ; bijðtÞ and dijðtÞACðR;RÞ. Moreover, there exist con-
stants cMi ; c

m
i ; a

M
ij ; a

m
ij ; b

M
ij ; b

m
ij ; d

M
ij ; d

m
ij such that

cMi ZciðtÞZcmi 40 aMij ZaijðtÞZamij bMij ZbijðtÞZbmij and dMij ZdijðtÞZdmij :

(3) Let ψ iðtÞ ¼ t�τiðtÞ,
0rτiðtÞrτ; _τ iðtÞrτ io1; ð2Þ
in which τ¼ sup1r irnτiðtÞ; τ and τ i are constants.

In this paper, the initial functions of the non-autonomous
neural networks (1) satisfy the following:

xiðsÞ ¼φiðsÞ; sA ½�τ;0�; i¼ 1;…;n; ð3Þ
which φiðsÞ is a continuous function from ½�τ;0� to R. Rewritten

the neural networks (1) in the vector form as :

_xðtÞ ¼ �CðtÞxðtÞþAðtÞgðxðtÞÞþBðtÞgðxðt�τðtÞÞÞ

þDðtÞ
Z t

t�σðtÞ
gðxðsÞÞdsþuðtÞ; ð4Þ

where xðtÞ ¼ ðx1ðtÞ; x2ðtÞ;…; xnðtÞÞT ; CðtÞ ¼ diagðc1ðtÞ; c2ðtÞ;…; cnðtÞÞ;
AðtÞ ¼ ðaijðtÞÞn�n and BðtÞ ¼ ðbijðtÞÞn�n;DðtÞ ¼ ðdijðtÞÞn�n; gðxðtÞÞ ¼
ðg1ðx1ðtÞÞ; g2ðx2ðtÞÞ;…; gnðxnðtÞÞÞT ; gðxðt�τðtÞÞÞ ¼ ðg1ðx1ðt�τ1ðtÞÞÞ;
g2ðx2ðt�τ2ðtÞÞÞ;…; gnðxnðt�τnðtÞÞÞÞT ARn; uðtÞ ¼ ðu1ðtÞ;u2ðtÞ;…;unðtÞÞT .
Now, we will give some definitions which can be used in the
following.

Definition 2.1 (Song [27]). The response system (1) is said to be
globally dissipative system, if there exists a compact set Ω�Rn

such that for any φðsÞARn; sA ½�τ;0�, and there exists T40,
when tZt0þT ; xðt; t0;φÞDΩ, where xðt; t0;φÞdenotes the solution
of system (1) from initial time t0. In this case,Ω is called a globally
attractive set. A set Ω is called positive invariant, if for any φAΩ
implies xðt; t0;φÞDΩfor tZt0. Clearly, the globally attractive set is
positive invariant.

Definition 2.2. The system (1) is said to be globally exponentially
stable, if there exist positive constants N and α satisfy

Jxðt;φÞ�yðt;φÞJprN sup
�τr sr0

fJφðsÞ�ϕðsÞJpge�αt ; p¼ 1;2;1; tZ0;

in which φðsÞ ¼ ðφ1ðsÞ;φ2ðsÞ;…;φnðsÞÞT and ϕðsÞ ¼ ðϕ1ðsÞ;ϕ2ðsÞ;… ;

ϕnðsÞÞT ACð½�τ;0�;RnÞ are initial functions of x(t) and y(t) of the
solutions of the neural networks (1).

Definition 2.3 (Baker [28]). The matrix measure of a real square
matrix A¼ ðaijÞn�n is as follows:

μpðAÞ ¼ lim
ε-0þ

J IþεAJp�1
ε

;

in which J�Jp is an induced matrix norm on Rn�n; I is the identity
matrix, and p¼ 1;2;1.

From the matrix norm JAJ1 ¼maxj
Pn

i ¼ 1 jaij j ; JAJ2 ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λmaxðATAÞ

q
; JAJ1 ¼maxi

Pn
j ¼ 1 jaij j , the matrix measure μ1ðAÞ ¼

maxj ajjþ
Pn

i ¼ 1;ia j jaij j
n o

;μ2ðAÞ ¼ 1
2λmaxðAT þAÞ;μ1ðAÞ ¼maxi

aiiþ
Pn

j ¼ 1;ja i jaij j
n o

. are derived.

Remark 2.1. The value of matrix measure can be positive or
negative, so the results which we get are less restrictive than those
by applying the matrix norm that is always nonnegative.

3. A generalized halanay inequality

In this section, we will give the proof of a generalized Halanay-
type inequality. Then we can use it to discuss the following dis-
sipativity and stability of neural networks (4).

Theorem 3.1 ((Halanay-type Inequality)). If y(t) is continuous on
½�τ; þ1Þ, and

Dþ yðtÞr�βðtÞyðtÞþηðtÞ sup
t� τ1ðtÞr sr t

fyðsÞgþϑðtÞ
Z t

t�τ2ðtÞ
yðsÞds; ð5Þ

for tZt0; where τ¼ supτ1ðtÞ40;τ2ðtÞ40fτ1ðtÞ; τ2ðtÞg and continuous
functions βðtÞ;ηðtÞZ0;ϑðtÞZ0, and if there exists a positive constant
θ such that

�βðtÞþηðtÞþϑðtÞτ2ðtÞr�θ; for tZt0; ð6Þ
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