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a b s t r a c t

The paper is concerned with a class of neutral BAM neural networks with delays in leakage terms. The
existence of equilibrium point dependent on time delays of system (1.1) is obtained by establishing and
applying two new inequalities. Sufficient condition is established to ensure the global exponential sta-
bility of the above neutral networks by establishing and employing above two new inequalities and new
LMI methods. The results of this paper are new and complementary to the previously known results.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

The bidirectional associative memory (BAM) neural networks
first introduced by Kosko [1–3] are composed of neurons arranged
in two layers, the U-layer and V-layer. The neurons in one layer
are fully interconnected to the neurons in the other layer, while
there are no interconnections among neurons in the same layer.
Through iterations of forward and backward information flows
between the two layers, it serves as a two-way associative search
for stored bipolar vector pairs and generalizes the single-layer auto-
associative Hebbian correlation to a two-layer pattern-matched
hetero-associative circuits. Hence, BAM neural networks possess
good application prospects in signal processing, image processing,
pattern recognition, and associative memories. So far, the global
stability and periodic solutions of BAM neural networks with var-
ious types of delays have been widely investigated by many authors
[4–23,40,54]. So far, some authors have studied the stability of
neural networks involving time-delay in the leakage term, for
example, see [13,14,24–31,42]. Up to now, there are some papers
that have taken neutral-type phenomenon into account in delayed
neural networks [8,18,32–39,44–46].

Recently, there are only a few papers [31,43,45] considered the
periodic solution or almost periodic solution for neutral-type
delayed neural networks with delays in the leakage terms. In
[31], the existence and global exponential stability of almost per-
iodic solutions for a class of neutral delay BAM neural networks
with the delays in the leakage terms were considered. In [43], the
existence and stability of pseudo almost periodic solutions for
shunting inhibitory cellular neural networks with neutral type
delays and time-varying leakage delays were considered. In [45],
the almost periodic solutions for neutral type BAM neural net-
works with distributed leakage delays on time scales were studied.

To the best of our knowledge, up to now, there are no papers
published on the existence and global stability of equilibrium
point to neutral delay BAM neural networks with delays in the
leakage terms. Motivated by the discussion above, in this paper,
we are concerned with the following neutral delayed BAM neural
networks with time delays in leakage terms:

x0iðtÞ�rix0iðt�cÞ ¼ �aixiðt�αÞþ
Xm
j ¼ 1

pijf jðyjðt�τÞÞþ Ii; i¼ 1;2;…;n;

y0jðtÞ�rnj y
0
jðt�dÞ ¼ �bjyjðt�βÞþ

Xn
i ¼ 1

qjigiðxiðt�σÞÞþ Jj; j¼ 1;2;…;m;

8>>>>><
>>>>>:

ð1:1Þ
where tAR, n, m are the number of neurons in layers, xiðtÞ and yj(t)
denote the activations of the ith neuron and the jth neuron at time
t; ai and bj represent the rates with which ith neuron and jth
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neuron will reset their potential to resting state in isolation when
they are disconnected from the network and the external inputs at
time t; f j, gj are the input–output functions (the activation func-
tions); α, β, τ, σ, c, d are transmission delays at time t, pij, ri are
elements of feedback templates at time t and qji, rnj are elements of
feed-forward templates at time t, Ii, Jj denote biases of the ith
neuron and jth neuron at time t, i¼ 1;2;…;n, j¼ 1;2;…;m; ai, bj, τ,
σ, c, d, α, β are positive constants, pij, qji are constants.

The initial values of system (1.1) are

xiðsÞ ¼ϕxiðsÞ; x0iðsÞ ¼ψ xiðsÞ; �θrsr0;
yjðsÞ ¼ϕyjðsÞ; y0jðsÞ ¼ψ yjðsÞ; �θrsr0;

(
ð1:2Þ

where θ¼maxfc; d; τ;σ;α;βg;ϕxiðsÞ;ψ xiðsÞ;ϕyjðsÞ;ψ yjðsÞ are boun-
ded and continuous functions.

It is well known that the existence of equilibrium point for
neural networks in existing papers is independent of time delay,
on the other hand, in many papers, LMI inequalities were estab-
lished by using some conventional LMI inequalities. So, our main
purpose of this paper is to obtain the existence of equilibrium
point dependent on time delay and by establishing and using two
new inequalities to obtain LMI based condition for the existence
and global exponential stability of equilibrium point for system
(1.1). Hence, the main contributions of this paper include two
aspects: (1) the existence result of equilibrium point dependent on
time delay of system (1.1) is established; (2) two new inequalities
are established and applied to obtain the LMI for global expo-
nential stability of equilibrium point of system (1.1).

This paper is organized as follows. Some preliminaries and
lemmas are given in Section 2. In Section 3, the sufficient condition
is derived for the existence and uniqueness of equilibrium point
for (1.1). In Section 4, the sufficient condition is derived for the
global exponential stability of equilibrium point for the system
(1.1). In Section 5, two illustrative examples are given to show the
effectiveness of the proposed theory.

2. Preliminaries

For arbitrary matrix A, AT stands for the transpose of A, A�1

denotes the inverse of A. If A is a symmetric matrix, A40 ðAZ0Þ
means that A is positive definite (positive semidefinite). Simil-
arly, Ao0 ðAr0Þ means that A is negative definite (negative
semidefinite), λmðAÞ; λMðAÞ denote the minimum and maxi-
mum eigenvalues of a square matrix A respectively. For any

A¼ ðaijÞm�mARm�m, we define JAJ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λMðATAÞ

q
. Let Rm be an m-

dimensional Euclidean space, which is endowed with a norm J � J
and inner product ð�; �Þ, respectively. Given column vector
x¼ ðx1; x2;…; xmÞT ARm, the norm is the Euclidean vector norm,
i.e., JxJ ¼ ðPm

i ¼ 1 x
2
i Þ

1
2. j � j denotes the Euclidean norm in R.

jxj ¼ ðj x1 j ; jx2 j ;…; jxm j Þ.
In this paper, we make the following assumptions:
ðH1Þ There exist positive constants lj, ki ði¼ 1;2;…;n; j¼ 1;2;…

;mÞ such that for 8x; yAR,

j f jðxÞ� f jðyÞjr lj j x�yj ;

jgiðxÞ�giðyÞjrki jx�yj :
ðH2Þ For i¼ 1;2;…;n; j¼ 1;2;…;m,

maxf1�ai�aiα; aiα�1�aigr j ri jr1þaiþaiα;

maxf1�bj�bjβ; bjβ�1�bjgr j rnj jr1þbjþbjβ:

Lemma 1 (Forti and Tesi [47]). Let H : Rn-Rn be continuous.
Assume that the H satisfies the following conditions.

1. H(u) is injective on Rn; 2. JHðuÞJ-1 as JuJ-1.

Then H is a homeomorphism.

Lemma 2. If a40, 4abZd2, ðde�2af Þ2r ð4ab�d2Þð4ac�e2Þ, then
ax2þby2þcz2þdxyþexzþ fyzZ0; 8x; y; zAR.

Proof. Since ðde�2af Þ2r ð4ab�d2Þð4ac�e2Þ;4abZd2, then
ð2de�4af Þ2z2�4ðd2�4abÞðe2�4acÞz2r0. Hence, ðd2�4abÞy2þ
ðe2�4acÞz2þð2de�4af Þyzr0. Thus ðdyþezÞ2�4aðby2þcz2þ
fyzÞr0. Since a40 then ax2þby2þcz2þdxyþexzþ fyzZ
0; 8x; y; zAR.□

Lemma 3. If a1Za2Za3, b1Zb2Zb3, then 2ða1b1þa2b2 þa3b3Þ
Za1b2þa1b3þa2b1þa2b3þa3b1þa3b2; 8ai; bi ði¼ 1;2;3ÞAR.

Proof. Since

3ða1b1þa2b2þa3b3Þ�ða1þa2þa3Þðb1þb2þb3Þ

¼ 1
2

ða1�a2Þðb1�b2Þþða1�a3Þðb1�b3Þ
�

þða2�a1Þðb2�b1Þþða3�a1Þðb3�b1Þ
þða3�a2Þðb3�b2Þþða2�a3Þðb2�b3Þ

�
Z0;

thus

3ða1b1þa2b2þa3b3ÞZða1þa2þa3Þðb1þb2þb3Þ:
Hence

2ða1b1þa2b2þa3b3ÞZa1b2þa1b3þa2b1þa2b3þa3b1þa3b2:

We rewrite system (1.1) as the following form:

x0iðtÞ ¼ �aixiðtÞþai
R t
t�α x

0
iðsÞ dsþrix0iðt�cÞþ

Xm
j ¼ 1

pijf jðyjðt�τÞÞþ Ii;

y0jðtÞ ¼ �bjyjðtÞþbj
R t
t�β y

0
jðsÞ dsþrnj y

0
jðt�dÞþ

Xn
i ¼ 1

qjigiðxiðt�σÞÞþ Jj:

8>>>>><
>>>>>:

ð2:1Þ
Hence, we only need to prove the existence and global exponential
stability of equilibrium point of system (2.1).□

3. Existence and uniqueness of equilibrium point

In this section, we will establish LMI-based condition for exis-
tence and uniqueness of equilibrium point of system (1.1) or (2.1)
by applying Homeomorphism theory, LMI method and new
inequality techniques.

Theorem 3.1. Assume that ðH1Þ and ðH2Þ hold. Then system (1.1)
has a unique equilibrium point if there exist diagonal matrices
U ¼ diagðu1;u2;…;unÞ, V ¼ diagðv1; v2;…; vnÞ, C ¼ diagðc1; c2;…; cnÞ,
D¼ diagðd1;d2;…; dnÞ, E¼ diagðe1; e2;…; enÞ, R1 ¼ diagðr11; r12;…;

r1nÞ, μ1 ¼ diagðμ11;μ12;…;μ1nÞ, μ2 ¼ diagðμ21;μ22;…;μ2mÞ, Un ¼
diagðun

1; u
n

2;…;un
mÞ, Vn ¼ diagðvn1; vn2;…; vnmÞ, Cn ¼ diagðcn1; cn2;…; cnmÞ,

Dn ¼ diagðdn

1; d
n

2;…; dn

mÞ, En ¼ diagðen1; en2;…; enmÞ, R2 ¼ diagðr21; r22;…
; r2mÞ with ui40, 4uiviZd2i , ðdiei�2uir1iÞ2r ð4uivi�d2i Þð4uici� e2i Þ,
un

j 40;4un

j v
n

j Zðdn

j Þ2, ðdn

j e
n

j �2un

j r2jÞ2r ½4un

j v
n

j �ðdn

j Þ2�½4un

j c
n

j �ðenj Þ2�ði
¼ 1;2;…;n; j ¼ 1;2;…;mÞ, positive diagonal matrices P ¼ diagðp1;
p2;…; pnÞ, Q ¼ diagðq1; q2;…; qmÞ;n order positive diagonal matrices
Y1, K, m order positive diagonal matrices Y2, L, positive diagonal
matrices Ki ¼ diagðki1; ki2;…; kinÞði¼ 3;4;5;6;7Þ, Lj ¼ diagðlj1; lj2;…;

ljmÞðj¼ 3;4;5;6;7Þ, Kn

i ¼ diagðki1; ki2;…; kinÞði¼ 3;4Þ, Lnj ¼ diagðlj1; lj2
;…; ljmÞðj¼ 3;4Þ such that

Ω1 ¼

T11 T12 T13 T14 T15

n T22 T23 T24 T25

n n T33 T34 T35

n n n T44 T45

n n n n T55

0
BBBBBB@

1
CCCCCCA
o0;
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