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a b s t r a c t

Over the past years, digital image forensics has become a hot topic in multimedia security field. Among
various image forensics technologies, image resampling detection is a standard detection tool. Further-
more, examining parameters of geometric transformations such as scaling factors or rotation angles is
very useful for exploring the overall manipulation history of an image. In this paper, we propose a
learning-to-rank approach for automatically estimating the scaling factor based on the normalized
energy density features and moment features. Specifically, the difference of these features of the ordered
image pairs are used for training, then the scaling factor of a new input image can be evaluated from its
corresponding rank values. Our proposed method can not only effectively eliminate the long-known
ambiguity between upscaling and downscaling in the analysis of resampling but also accurately estimate
the factors of downscaling and weak scaling, i.e., the scaling factors near 1. Empirical experiments on
extensive images with different scaling factors demonstrate the superiority of our proposed method
when compared with the state-of-the-art methods.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

With rapid development of computer technologies, digital
image tampering becomes rather convenient and easy. The
detection of tampering operations is of great importance since
some images are altered and redistributed with malicious purpose.
Blind digital image tampering detection techniques which aim at
verifying the authenticity and originality of an image without any
a prior knowledge is becoming an important research field.

Over the past years, many efforts have been devoted to develop
different image forensic technologies [1]. Image forensics uses the
fingerprints left behind by image acquisition process and manual
manipulations to verify the authenticity of an image. According to the
temporal position where the fingerprint is left, the existing finger-
prints can be roughly classified into two categories. The first category
is in-camera fingerprints such as lateral chromatic aberration (LCA)
[2], sensor pattern noise (SPN) [3], color filter array (CFA) interpola-
tion [4], purple fringing aberration (PFA) [5], camera reference
function (CRF) [6] and so on. The second category is out-camera
fingerprints also called editing-based fingerprints, including image
sharpening [7], lighting consistency [8], contrast enhancement [9],
double JPEG compression [10] and resampling [11].

Among these forensics technologies, image resampling detection
has become a standard detection tool. Furthermore, examining the

parameters of geometric transformations such as scaling factors or
rotation angles is very useful for exploring an image's overall pro-
cessing history. Knowing as much as possible about an image's
overall processing history can make contribute to resynchronize
digital watermarking and identify the source camera [12]. Further-
more, recovering the overall processing history of a tampered image
is an important task in the field of image forensics according to the
definition of image forensics. However, most of the current resam-
pling detection methods [11,13–17] which related to resampling
detection perform unsatisfactory on factor estimation.

In this paper, we propose a learning-to-rank approach for
automatically estimating the scaling factor based on the normal-
ized energy density features and moment features. To benefit from
the intermediate data, we formulate the scaling factor estimation
task as a learning-to-rank problem. Specifically, instead of esti-
mating the scaling factors based on the specific interpolation
characteristics or a single feature, a function which can predict the
scaling factors in a ranking list is learned. Under this framework,
our proposed method can not only effectively eliminate the long-
known ambiguity between upscaling and downscaling in the
analysis of resampling but also accurately estimate the factors of
downscaling and weak scaling, i.e., the scaling factors near 1.
Empirical experiments on extensive images with different scaling
factors demonstrate the superiority of our proposed method when
compared with the state-of-the-art methods.

The rest of this paper is organized as follows. Section 2 summarizes
the related work on this topic. Section 3 provides preliminaries and
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then we present our proposed method in Section 4. Section 5 evalu-
ates the effectiveness of our method with different image scaling
factors on large-scale image dataset. Conclusions and future work are
given in Section 6.

2. Background and related work

2.1. Resampling

Oftentimes, the creation of convincing image forgery involves
scaling or rotation operations. These resampling procedures make
some pixels being a linear combination of its neighbors. These
specific periodic correlations among image pixels can be exploited
to detect image resampling and estimate the transformation fac-
tors. A M=N resampling of a 1-D discrete signal x½n� involves the
following steps [13]:

(1) Upsample: Create a new signal xu½n� by inserting M�1 zeros
after every x½n�.

(2) Interpolate: Convolve xu½n� with a low pass filter:
xi½n� ¼ xu½n�nh½n�.

(3) Decimate: Collect every Nth sample: y½n� ¼ xi½Nn�;n¼ 0;1;…

Resampling in 2-D can be extended in both spatial directions.
Different types of resampling algorithms differ in the form of the
interpolation filter h½n� in step 2.

2.2. Related work

Several techniques for image forensics based on resampling
detection have been reported. However, only a few of them are
capable of estimating the scaling factors. These methods can be
roughly classified into two categories. The first category is the
methods based on the specific interpolation characteristics. As
mentioned above, interpolation is an essential step of resampling.
This special interpolation periodicities are represented in the form
of p-map [13,15], second difference [11,14] and cyclic correlation
[16]. This kind of methods concentrates on the positions of char-
acteristic resampling peaks. However, the positions of resampling

peaks alone cannot reveal the particular resampling factors.
Sometimes, images with different resampling factors may have the
same periodicity. As shown in Fig. 1, (a) and (e) are scaled down to
75% and up to 150% of the original image, respectively. The cor-
responding p-maps and the spectrum images of the p-maps are
shown in the second and the third columns. We can find that the
characteristic scaling peaks coincide so that the scaling factor
cannot be determined by merely using this kind of methods.

The second category is feature-based methods. In [18], Feng
et al. proposed a normalized energy density feature for resampling
detection which mainly describes the changes of energy density
distribution of resampled images in the frequency domain. How-
ever, the authors only mentioned that their proposed features can
be used to estimate the scaling factors but did not describe how to
do. In [19], rather than concentrating on the positions of char-
acteristic resampling peaks, the authors utilized a moment feature
to exploit the periodic interpolation characteristics in the fre-
quency domain. In this method, the resampling factor determi-
nation is based on a one-versus-one strategy. A series of classifiers
are trained between every pair of classes which have different
resampling factors. This method is capable of solving the ambi-
guity in determining the resampled factors. However, these fea-
ture based methods cannot exactly estimate the scaling factor,
instead, they are very likely only point to an interval of plausible
scaling factors.

In [17], a combined method of the two kinds of methods
mentioned above is proposed. The authors mentioned that
although some scaling factors have the same peak positions in the
spectrum of the p-map, the distribution of the normalized energy
densities are distinguishing. As shown in Fig. 1(d) and (h), while
characteristic resampling peaks coincide, the image's normalized
energy densities are different. So the authors combined analytical
models of periodic interpolation artifacts with the spectral energy
distribution of rescaled images to infer exact transformation
parameters. They computed the spectrum of p-map based on
periodic artifacts to find strongest peaks to obtain set S1 of possible
scaling factors. At the same time, they computed the normalized
energy density features and feed them into SVM classifier to
obtain a range S2 of the potential factors. Finally, the scaling factor
can be estimated from the intersection between S1 and S2. This

Fig. 1. Resampling detection results for two gray images. (a) Scaled down to 75% of the original image. (b) Corresponding p-map of (a). (c) Spectrum map of (b). (d) Nor-
malized energy density distribution of (a). (e) Scaled up to 150% of the original image. (f) Corresponding p-map of (e). (g) Spectrum map of (f). (h) Normalized energy density
distribution of (e).
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