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a b s t r a c t

How to reconstruct 3D face model from wild photos is such a difficult issue that camera calibration is
necessary and the images must be from video sequences. In this paper, a face reconstruction model with
structure optimization is proposed to build 3D face surface with individual geometry and physical fea-
tures reservation through wild face images directly and without camera calibration. Low rank and B-
Spline are employed to estimate the aligned 2D structure, to calculate the depth information with SSIM,
and to reconstruct the 3D face surface from control points and their space transformation. Furthermore,
LFW and Bosphorus datasets, as well as Young-to-Aged samples, are introduced to verify the proposed
approach and the experimental results demonstrate the feasibility and effectiveness even with different
poses, expressions and age-variety.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Face reconstruction is usually based on a scene that the subject
is fixed and scanned with special equipment under a lab condition.
And other techniques can be based on video sequences or multi-
view photographs. The reconstructed face model will be of greate
help for many other tasks relative to face, such as recognition [19],
animation [4], and tracking [33-35]. However, a more challenging
work is to reconstruct face structure based on photos in the wild,
with unknown camera calibration.

Wild means that the images are captured under different
environments, resulting in their variety in expression, illumina-
tion, poses, and even various ages. Affected by these variations, the
shape of a person's face is difficult to be defined. Currently, there
exists two main kinds of approaches used to create a 3D face
model. The first kind uses special 3D scanner device to capture the
shapes of face, e.g. [1]. The second one reconstructs face based on
2D images, such as video sequences [2], or multi-view photo-
graphs, e.g. [3]. Several relative techniques will be introduced.

Most state of the art techniques [4,5,1] implement high quality
face reconstruction using 3D scanning under highly-controlled lab
condition, with special equipment such as laser, stereo and struc-
tural lighting. And Multi-view stereo approaches [5–7] rely on
synchronized data from multiple high resolution cameras with

known cameras calibration. Structured light [4] and light stages [8]
based reconstructions need multiple synchronized and calibrated
lights. However, it is inconvenient to distribute the devices for wide
application. Therefore, it is significant to research reconstruction
without calibration.

Single-view method: Kemelmacher et al. [9] uses a single image
for reconstruction by shape-from-shading (SFS) approach [10], but
it also relies on a template face as a prior. And Suwajanakorn et al.
[11] reconstruct highly detailed 3D shape using dense 3D flow and
SFS for each video frame, but it needs an individual model. Due to
the fact that the single-view problem is ill-posed [12], there is a
uncertain uniqueness of shape recovering via the reflection model.
Thus, solution with SFS is still an intractable problem [13]. A tem-
plate in [9] and an individual model in [11] are applied to yield good
looking results. Sometimes, multiple photos are more reliable.

Structure-from-motion (SFM) uses multiple frames of image
sequences to recover 3D shape of an object [14,15], estimating the
rigid 3D structure of the feature points with 2D observation
[16,17]. The incremental SFM approach is proposed in [18] to build
a 3D generic face model for non-rigid face. Although it gives a
good generalization performance with respect to expression and
identify by incorporating prior 3D shape information, the incre-
mental SFM is not applicable for the multi-view wild images.

Most related work are the spatial-transformation approach
[19], and reconstruction based on multiple wild photos [20].
Similarity transformation is used to optimize the 3D face structure
with a set of face images under different poses in [19]. During the
procedure, a frontal constraint is necessary to yield good result,
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but at last it cannot generate a dense model. Comparing with
Bundle adjustment in [14], our method fits the facial structure
problem well although both of them is essentially based on
minimizing reprojection error. It is because that face is nonrigid
and varies in different wild images in our problem but bundle
adjustment always fits the large scale rigid object reconstruction.
Our method also differs from the 3DMM [21–23] that learns basis-
face representation based on a 3D database, because it directly
optimizes without learning. What is important, we solve the
frontal optimization by low rank, reducing the difficulty of struc-
ture optimization, and also generate the spline surface of face.
Kemelmacher [20] assumes that there exists a subset of photos
with local consistent shade for each local region, and build face
model based on local optimization. Its good reconstruction always
relies on a constraint that the image set must be “identified” as
one person by some algorithm, to ensure the local area with global
consistency. Then it is invalid without identification when the
photos are various at ages, poses, and so on. Roth et al. [24] per-
form reconstruction by landmark driven mesh deformation based
on photometric normal. It assumes that the face surface is C0-
continuous at every vertex of mesh model, and it cannot be
approximated and guaranteed for surface smoothness and true
shape in arbitrary precision. In contrast, we focus on optimizing
3D structure according to the face 2D structure cues in the photos,
and try to obtain the consistent C2 shape of the whole face via
optimization. Significantly, the C2 face is built by optimizing based
on low rank and B spline, which is an innovative work of com-
bining statistic method and continuous geometric model.

In our work, at first we obtain the 3D face structure by lever-
aging the structure cues from multiple images with low rank and
SSIM based depth optimization. Then face can be reconstructed
based on 3D structure transformation and B-spline. The main
contributions of this paper are:

(1) 3D face structure optimization: frontal face structure optimi-
zation is considered as a sparse and low rank decomposition,
and depth estimation as nonlinear programming based on
constraints of multi-substructure;

(2) Face surface construction with B-spline control grid deforming
guided by 3D structure transformation;

(3) 3D reconstruction solution based on wild photos, instead of
calibration.

The remainder of the paper is organized as follows. Section 2
presents our method in detail. Section 3 shows the experimental
results and related discussions.

2. Methodology

In detail, we optimize firstly the objective 3D structure from a
reference one; Secondly, B-Spline control grid of reference surface
is guided to be deformed according to structure transformation
from reference to objective; At last, objective surface is con-
structed by the deformed control points. This procedure is illu-
strated in Fig. 1. Particularly, the 3D face structure refers to the
CANDIDE 3D model [25] for coding face structure.

Since it is difficult to optimize 3D structure with 2D images, we
re-arrange the optimization as: (1) frontal 2D structure optimi-
zation by matrix rank minimum in image coordinates for gen-
erating x and y components of 3D structure, and (2) depth opti-
mization for generating z component for frontal 2D structure
scaled into 3D coordinate. All the 3D structures are unified to a
standard one with 50 unit long in distance between two eye
centers (seen in the left of Fig. 1). Therefore, the optimized 3D face
structure can guide construction of B-Spline face surface.

2.1. Frontal face structure optimization by matrix rank minimization

In this section, we discuss why rank is a natural measurement of
face structure similarity, and how to abstract the frontal face struc-
ture. And then 2D structure optimization is formulated to achieve a
set of transformations by minimizing the rank of the images.

Modeling Assumption: Given N face images from an individual,
note np facial points representing 2D structures for each image as

Si ¼
ui;1 ui;2 … ui;np

vi;1 vi;2 … vi;np

" #
;

where iA1;2;…;N. These facial points in 2D structure can be
marked manually or by detection algorithm [26] that has a similar
high performance to human. In fact, these 2D structures are pro-
jections from the same 3D facial structure T from 3D space, and

T ¼
x1 x2 … xnp
y1 y2 … ynp
z1 z2 … znp

2
64

3
75:

The differences among these structures mainly result from face

Fig. 1. Framework: 3D face reconstruction based on 3D structure optimization and B-Spline. The left is the definition of 3D structure including 40 points: the bottom shows
that the structure topology has point O1(�25, 0, 0) and point O2 (25, 0, 0) locating eye centers in 3D space, and it looks like a frontal 2D face structure in direction of normal
(0, 0, 1); the up shows the point positions on the face.
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