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a b s t r a c t

Noise can be produced from various types of sources with different spectral distributions. This often
causes the least squares support vector machine (LS-SVM) to be less effective since the LS-SVM is sen-
sitive to noisy data. In this work, a Dempster–Shafer (D–S) theory-based robust LS-SVM is proposed,
which has a more reliable modelling performance under various noise regimes. A distributed LS-SVM is
first developed to construct the evidence data set. Fuzzy clustering is then used to construct an evidence
base from the data. D–S theory is further used to fuse different pieces of evidence to derive the para-
meters for the construction of a robust LS-SVM. This robust model can represent the original system well
even in the presence of different types of random noise. Case studies are presented to demonstrate the
effectiveness of the proposed LS-SVM approach.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

The least squares support vector machine (LS-SVM) is computa-
tionally attractive as it is only required to find the solutions of a set of
linear equations [1–4]. It has become a popular data-driven modelling
method and has been applied successfully across a range of end-uses
[1–6].

Usually, there is noise within the data and it often comes from a
variety of sources with different distributions [7–9]. Sampling errors,
modelling errors, measurement errors, and operation errors all serve
to complicate matters. This often causes problems in the robust
modelling of the LS-SVM [10–12] because the least squares method is
sensitive to outliers and is non-optimal in the case of non-Gaussian
noise or noise distributions with heavy tails.

Most discussions about the LS-SVM are based on the assumption
that the training data are not corrupted by noise [6,13]. In contrast,
there are also many studies into ways to reduce the effect of noise on
the LS-SVM model [12,14,15]. A range of loss functions have been
employed to improve robustness such as, the weighted SVM [10], the
reweighting SVM [16,17] and Nesterov’s SVM (NESVM) [18]. In addi-
tion, some authors have contributed to the design of probabilistic SVM
methods, which incorporate probabilistic information about the noise
in their modelling. For example, the confidence intervals of the LS-

SVM for regression have been derived [19]. Bayesian inference
methods have also been applied to take into consideration probabil-
istic information in SVM classification and modelling [1,20]. Recently,
a probabilistic SVM was proposed to enhance its functioning in noisy
environments [6,13]. However, these probabilistic SVM methods must
have a priori knowledge of the probability distribution of the noise or
estimate it from the available data. This is often difficult to obtain
when a complex system undergoes various kinds of transition, which
alters the nature of the random noise. In addition, most of them only
work well for noise that has a Gaussian distribution [15]. Due to these
difficulties, a robust LS-SVM is still needed in order to permit a more
reliable modelling performance in various kinds of random noise
conditions.

Dempster–Shafer (D–S) theory is useful for handling uncer-
tainty and imprecision [21–26]. With respect to more classical
approaches to inference, such as the classical Bayesian approach,
the use of D–S theory avoids the necessity of assigning prior
probabilities (which would be extremely difficult to estimate) and
provides more intuitive tools for managing uncertain knowledge
[27]. D–S theory is also meant to avoid classical conditional
probability limitations in the combination of items of evidence
[28]. The most important benefit of D–S theory is the absence of an
assumption about the independence of focal elements represent-
ing evidence [29]. Although many studies have combined D–S
theory and SVMs for the fusion of multiple information sources
and their classification [30–32], they have rarely been applied for
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robust modelling LS-SVM in noisy environments. This is particu-
larly the case when that noise comes from various sources with
different distributions.

In this work, a D–S theory based robust LS-SVM (DS-RLSSVM) is
proposed to model an unknown system with various kinds of
random noise. The paper is organised as follows: the statement of
the problem is given in Section 2; Section 3 presents details of the
robust LS-SVM; Section 4 provides verification of the simulation,
while conclusions are drawn in Section 5.

2. Problem description

An unknown system with various kinds of random noise may
be represented as

y¼ f ðx; ε1;⋯; εnÞ ð1Þ
where x and y are the input and output of the system respectively,
f is an unknown function, and ε1,…,εn are various types of random
noise with different distributions.

This unknown system may be modelled by the following LS-
SVM from its samples:

~y ¼wTφðxÞþb ð2Þ
here w and b are model parameter vectors and φ is a mapping
to a high-dimensional and potentially infinite-dimensional feature
space.

Given a training set xi; yi
� �n

i ¼ 1, the following optimisation
problem in normal LS-SVM modelling is formulated [1]:

min
w;ei ;b

Jðw; b; eÞ ¼min
w;ei ;b

1
2‖w‖2þ γ

2

Xn
i ¼ 1

ei
2

s:t: yi ¼wTφðxiÞþbþei; i¼ 1; :::;n ð3Þ
where e is the modelling error and γ is the regularisation para-
meter. To solve this optimisation problem, a Lagrangian function is
developed

Γðw; b; e; aÞ ¼ Jðw; b; eÞ�
Xn
i ¼ 1

ai wTφðxiÞþbþei�yi
� � ð4Þ

where ai (i¼1,…,n) are Lagrange multipliers. The conditions for
optimality are given by

∂Γ
∂w

¼ 0;
∂Γ
∂b

¼ 0;
∂Γ
∂ei

¼ 0;
∂Γ
∂ai

¼ 0 ð5Þ

By solving Eq. (5), parameters ai and b are obtained as follows:
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where Y ¼ y1⋯yn
� �T , 1n ¼ 1⋯1½ �T , a¼ a1⋯an½ �T , Ωij ¼ K xj; xi

� 	¼φ
xj
� 	Tφ xið Þ with a positive definite kernel KðU ; U Þ.

The resulting LS-SVM model for function estimation becomes

~yðxÞ ¼
Xn
i ¼ 1

aiKðx; xiÞþb ð7Þ
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This conventional approach to LS-SVM modelling is very sen-
sitive to noise as shown in Fig. 1. Since the parameters a and b are
identified from samples, the stochastic nature of the original sys-
tem is incorporated into these parameters. For example, under
each uncertainty ηi¼[ε1i,…,εni], there will be a corresponding
LS-SVM model with the corresponding parameters ai and bi. All

uncertainties will correspond to a group of parameters {(a1, b1),
(a2, b2),…,(am, bm)}. Although the normal LS-SVM is optimal if the
training samples are affected by Gaussian noise, it is less effective
for random noise that has a different distribution [15]. Hence, the
choice of robust parameters (a, b) is a key issue for LS-SVM under
these conditions.

3. D–S theory-based robust LS-SVM

A robust LS-SVMmodelling method is proposed in Fig. 2, which
is developed for use in unknown, nonlinear systems with various
kinds of random noise. This method first mines the data for
information about the real system that is free from noise. To derive
the robust LS-SVM parameters, it further uses evidence inference
to fuse together different elements of evidence information, upon
which a robust LS-SVM model is constructed. Since this approach
may guarantee the model built here robust to noise, it may
effectively model an unknown system with various kinds of
random noise.

The detailed configuration of this robust LS-SVM approach, also
called a D–S theory-based robust LS-SVM (DS-RLSSVM), is shown
in Fig. 3. This method combines the advantages of distributed LS-
SVM, fuzzy clustering and D–S theory. Integration of the dis-
tributed LS-SVM and fuzzy clustering is done to construct evidence
information, while D–S theory is used to fuse evidence informa-
tion to derive robust LS-SVM parameters. This method incorpo-
rates the following key functions:

� Evidence estimation: a distributed LS-SVM is proposed to mine
evidence from the system data, upon which fuzzy clustering is
used subsequently to construct the evidence.

� Evidence inference: D–S theory is used to fuse different pieces
of evidence to estimate the parameters of the robust LS-SVM.
From that, the robust LS-SVM model is then derived. This model
should be robust to noise and represents the original system
accurately.

Fig. 1. Effect of noise on the LS-SVM parameters.

Robust LS-SVM
model

Integration

System with 
noise

Data mining

Evidence 
inference

Evidence 
information

Robust
parameter

Reconstructing

Fig. 2. Robust LS-SVM modelling method.
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