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a b s t r a c t

In recent years, along with the generation of uncertain data, more and more attention is paid to the
mining of uncertain data. In this paper, we study the problem of classifying uncertain data using Extreme
Learning Machine (ELM). We first propose the UU-ELM algorithm for classification of uncertain data
which is uniformly distributed. Furthermore, the NU-ELM algorithm is proposed for classifying uncertain
data which are non-uniformly distributed. By calculating bounds of the probability, the efficiency of the
algorithm can be improved. Finally, the performances of our methods are verified through a large
number of simulated experiments. The experimental results show that our methods are effective ways to
solve the problem of uncertain data classification, reduce the execution time and improve the efficiency.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, a large amount of uncertain data is generated
and collected due to new techniques of data acquisition, which are
widely used in many real-world applications, such as wireless
sensor networks [1,2], moving object detection [8,34,36], meteor-
ology and mobile telecommunication. However, since the intrinsic
differences between uncertain and deterministic data, it is difficult
to deal with uncertain data using traditional data mining algo-
rithms for deterministic data. Therefore, many researchers put
efforts in developing new techniques of data processing and
mining on uncertain data [6,7,32,33].

Uncertain data model can be loosely classified into the follow-
ing three categories [39]: (1) the most rigorous assumption of
uncertainty is conceptually described by a continuous probability
density function (pdf) in the data space D. Given any uncertain
tuple x in D and its pdf f ðxÞ; RxADf ðxÞ dx¼ 1; (2) an uncertain tuple
xi consists of a set of possible values in the data space as its
instances, denoted by xi ¼ x1i ; x

2
i ;…; xji;…; xni . The number of

instances for an uncertain data xi is denote by ∣xi∣¼ n. It can be
regarded as the discrete case of probability density function. Let

pðxjiÞ denote the exist probability of instance xji, then pðxjiÞ40, andPj ¼ n
j ¼ 1 pðx

j
iÞ ¼ 1; (3) it assumes that the standard deviation of each

tuple is available [5], although such assumption of uncertainty is
fairly simple and modest, but it is not a mainstream model in the
uncertain data management field. Note that in this paper, we
mainly focus on the pdf model as it has been widely used in the
setting of uncertain data model. In this pdf model, there exist
two different distribution: (a) uniformly distributed, the probabil-
ities of the instances of the same uncertain data are equal, as
shown in Fig. 1; (b) non-uniformly distributed, the probability
of instance in accordance with same distribution, as shown in
Fig. 1(b).

Classification is one of the key problems in data mining area
which can find interesting patterns, and has significant application
merits in many fields. There are many published works on classifica-
tion method [3,4,11,12,31,37,38]. Inducing uncertainty to the data
makes the problem far more difficult to tackle, as this will further
limit the accuracy of subsequent classification. Therefore, how to
effectively classify uncertain data is great importance. There are
many challenges which will affect the uncertain data classification.

Challenge 1: What is the classification over uncertain data?
When considering deterministic data, it is deterministic which
classes the certain object belongs to. However, over uncertain data,
it is uncertain that which classes the uncertain object belongs
to. Thus, classification result over uncertain data cannot be de
fined just based on the definition of classification over
deterministic data.
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Our contribution. We present a new definition of classification
over uncertain data. Keeping the basic idea of the traditional
definition of classification, we employ probability in this new
definition. We can get the probability of the uncertain object
belonging to any class, then it will be assigned to the class with the
maximum probability.

Challenge 2: How can the uncertain data be classified effi-
ciently? Each uncertain object contains some possible instances,
and any instance has an exist probability. A naive approach is to
process all instances of uncertain object, and the sum up the
probabilities of instances that belong to the same class, then the
uncertain object is assigned the class which the maximum prob-
ability belongs to. This naive approach is infeasible in realistic due
to the reason, it costs too much time to process all the instances
contained in an uncertain object. In order to classify the uncertain
data, a more effective approach is expected.

Our contribution. We propose a pruning-based approach to
effectively and efficiently reduce the processing amount of
instances and save the cost. First, based on ELM method, we
propose the Uniformly distributed Uncertain data classification
based on ELM (UU-ELM) algorithm for classification over uncertain
data which are uniformly distributed, which can quickly get the
bounds of probability of objects belong to each class, to improve
the efficiency. Second, we propose NU-ELM algorithm for classifi-
cation over uncertain data which are in non-uniformly distributed.
By calculating the upper bounds and lower bounds, we can reduce
the amount of calculation.

Motivation (sensor data): Sensor networks are frequently used
to monitor the surrounding environment, in which each sensor
reports its measurements to a central location. In the case of
environmental monitoring sensor net, measurements may include
air pressure, temperature and humidity. The true measured values
cannot be accurately obtained due to limitations of the measuring
equipments. Instead, sensor readings are sent in order to approx-
imate the true value, leading to uncertain objects.

Traditional classification algorithms are unable to deal with
such challenges. In this paper, we investigate uncertain data
classification based on ELM [13,15–17,19–22,26,27]. In the remain-
der of this paper, we first introduce the ELM in Section 2. After
that, we formally define our problem in Section 3. We analyze the
challenges of classification over uncertain data, and develop the
two algorithms respectively in Section 4. Section 5 presents an
extensive empirical study. In Section 6, we conclude this paper
with directions for future work.

2. Brief of extreme learning machine

In this section, we present a brief overview of ELM, developed
by Huang et al. [18,23,26,28,29]. ELM is based on a generalized
Single Hidden-layer Feedforward Network (SLFN). The

interpolation capability and universal approximation capability
of ELMs have been investigated [24]. In ELM, the hidden-layer
node parameters are mathematically calculated instead of being
iteratively tuned, providing good generalization performance at
thousands of times higher speeds than traditional popular learn-
ing algorithms for feedforward neural networks [24]. The output
function of ELM for generalized SLFNs is represented by

f LðxÞ ¼
XL
i ¼ 1

βigiðxÞ ¼
XL
i ¼ 1

βiGðai; bi; xÞ; xARd; βiARm ð1Þ

where β¼ ½β1;…;βL�T is the vector of the output weights between
the hidden layer of L nodes and the output node, and gi denotes
the output function Gðai; bi; xÞ of the ith hidden node. For additive
nodes with activation function g; gi is defined as

gi ¼ Gðai; bi; xÞ ¼ gðai � xþbiÞ; aiARd; biAR ð2Þ
For Radial Basis Function (RBF) nodes with activation function g; gi
is defined as

gi ¼ Gðai; bi; xÞ ¼ gðbi Jx�ai J Þ; aiARd; biARþ ð3Þ
The above equations can be written compactly as

Hβ¼ T ð4Þ
where

H¼
hðx1Þ
⋮

hðxNÞ

2
64

3
75¼

Gða1; b1; x1Þ⋯GðaL; bL; x1Þ
⋮

Gða1; b1; xNÞ⋯GðaL; bL; xNÞ

2
64

3
75
N�L

ð5Þ

β¼
βT
1

⋮
βT
L

2
664

3
775
L�m

and T ¼
tT1
⋮
tTN

2
64

3
75
N�m

ð6Þ

H is the hidden layer output matrix of the SLFN [13,14,24]; the i
th column of H is the i th hidden node output with respect to
inputs x1; x2;…; xN � hðxÞ ¼ Gða1; b1; xÞ;…; gðaL; bL; xÞ is called the
hidden layer feature mapping. The i th row of H is the hidden
layer feature mapping with respect to the i th, input xi : hðxiÞ. It has
been proved [24,28] that from the interpolation capability point of
view, if the activation function g is infinitely differentiable in any
interval, the hidden layer parameters can be randomly generated.

For the problem of multiclass classifier with single output, ELM
can approximate any target continuous function and the output of
the ELM classifier hðxÞβ can be as close as possible to the class
labels in the corresponding regions [25]. To maximize the training
errors, ξi and to minimize the norm of the output weights, the
classification problem for the proposed constrained-optimization-
based ELM with a single-output node can be formulated as [25]

Minimize : LPELM ¼ 1
2 JβJ

2þC1
2

XN
i ¼ 1

ξ2i

Fig. 1. Uncertain object: (a) uniformly distributed and (b)non-uniformly distributed.
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