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a b s t r a c t

This note proposes a modified ELM algorithm named P-ELM subject to how to get rid of the
multicollinear problem in calculation based on PCA technique. By reducing the dimension of hidden
layer output matrix (H) without loss major information through PCA theory, the proposed P-ELM
algorithm can not only ensure the full column rank of newly generated hidden layer output matrix (H0),
but also improve the training speed. In order to verify the effectiveness of P-ELM algorithm, this paper
establishes a soft measurement model for hot metal temperature in the blast furnace (BF). Some
comparative simulation results with other famous feedforward neural network and the ordinary ELM
algorithm with its variants illustrate the better generalization performance and stability of the proposed
P-ELM algorithm.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Extreme Learning Machine (ELM), proposed by Huang et al., is a
novel machine learning algorithm for single hidden layer feedfor-
ward neural networks (SLFNs) [1]. In contrast to other famous
neural networks algorithms, the learning parameters, i.e., the
input weights and the bias of hidden nodes in ELM are generated
randomly without human tuning, while the output weights are
determined based on the method of least squares [1,2,6]. Unlike
the traditional feedforward neural networks learning algorithms,
ELM has the fast training speed and gets rid of the opportunity to
converge to local minima. Nowadays, because of its good general-
ization, ELM algorithm has been applied in many aspects like
image segmentation [3], fault diagnosis [4,5], human action recog-
nition, and human computer interface [7].

So far, ELM algorithm has drawn more and more attention.
However, the multicollinear problem in ELM algorithm deterio-
rates its generalization performance in many complex industrial
process. When to calculate the output weights, Huang just adds a
threshold to every element in the main diagonal of matrix HTH
ðβ̂ ¼ HTHþ I=C

� ��1
HTTÞ [1], which links the ELM theory with

other mathematical theory such as matrix theory and ridge
regression. In our previous work, LDLT decomposition to HTH is
employed to overcome the multicollinear problem (R-ELM) [8].
One just needs to set a proper threshold to some singular elements
to matrix D after the decomposition. Here, we present a novel

approach to get rid of the multicollinear problem based on PCA
theory. Compared with other related algorithms, the proposed
algorithm can make sure that the estimation of output weights is
unbiased. Simultaneously, the proposed ELM algorithm can also
improve the training and testing time in contract to the ordinary
ELM and its variant based on LDLT decomposition.

Iron and steel industry is one of the pillar industries in the
national economy of China, which is also an industry with high
energy consuming and high emission. The blast furnace (BF) is the
first and also the most important step in the manufacture of iron
and steel [9,11]. Because of the great amount of iron production,
the tiny improvement of automation technology in the blast
furnace production process will bring huge benefits. However,
due to lack of industrial data and the unknown mechanism in BF,
the model is a typical ‘black box’ system [10]. For a long time, the
operators of BF just speculate the process situation relying on the
experience. The thermal situation in BF is the most typical and
important performance indicator to maintain the normal opera-
tion. In the industrial process, the operators often know the
thermal situation inside the BF by monitoring the temperature
of hot metal [12]. Nowadays, the common used method for
measuring the temperature of hot metal is artificial contact
measurement. The operators insert the disposable thermocouple
into the molten iron and then the temperature data will be
uploaded to the host computer [11]. This ancient measurement
operation is very inconvenient in the aspects of discontinuous data
acquisition and unsafe operation. On the other hand, this mea-
surement is costly because of the employment of one-time
thermocouple. In this paper, a soft measurement model to the
temperature of hot metal is established based on 5 performance
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indexes and the proposed P-ELM algorithm is employed to train
the sampling data and build a reliable feedforward neural
network model.

In this paper, a modified ELM algorithm named P-ELM is
proposed based on PCA technique. Compared with the previous
methods, the proposed P-ELM algorithm can deal with the multi-
collinear problem under the condition that the estimation of
output weights is unbiased. The improved P-ELM algorithm shows
a better performance in dealing with interfered data obtained
from complex industrial process. In order to verify the effective-
ness of the proposed P-ELM algorithm in real industrial applica-
tion, a soft measurement model subject to hot metal temperature
in BF is presented. Finally, simulation results using the real
industrial data show that P-ELM algorithm has better stability
and generalization performance compared with other famous
feedforward neural network. It is worth mentioning that [13] also
employed PCA theory to the ordinary ELM algorithm. However, in
this paper, PCA technique is used to deal with the hidden layer
output matrix rather than the original sampling data in [13].

The following sections are organized as follows: Section 2 is the
main part to describe the improved P-ELM algorithm. Some basic
theory about BF will be presented in Section 3 and simulation
results are given in Section 4. Section 5 summarizes the conclusion
of this paper.

2. The improved extreme learning machine algorithm

In the last few years, ELM algorithm has received very wide
range of applications and development because of its fast train
speed and good generalization performance. In this section, a
review of the ordinary ELM algorithm is presented and some
properties of the solution will be discussed. And then the improved
P-ELM algorithm is proposed to overcome the restrictions.

2.1. The theory of ordinary ELM algorithm

Suppose there are N arbitrary samples ðxi; tiÞ, where xi ¼
½xi1; xi2;…; xin�T ARn denotes an n-dimensional feature of the ith
sample and ti ¼ ½ti1; ti2;…; tim�ARm denotes the target vector. The
mathematical model of SLFNs with ~N hidden nodes is as follows:

X~N

i ¼ 1

βigiðxkÞ ¼
X~N

i ¼ 1

βigðwi; bi; xkÞ ¼ tk; k¼ 1;2;…;N ð1Þ

where wi and bi are the learning parameters which will be
determined randomly. βi is the output weight matrix connecting
the ith hidden and the output nodes. gðwi; bi; xkÞ is a nonlinear
piecewise continuous function which satisfies ELM universal
approximation capability theorems.

The above ~N equations can be written in matrix form as

Hβ¼ T ð2Þ
where

HðW ;B;XÞ ¼
gðw1 � x1þb1Þ … gðw ~N � x1þb ~N Þ

⋮ ⋱ ⋮
gðw1 � xNþb1Þ ⋯ gðw ~N � xNþb ~N Þ

0
B@

1
CA

N� ~N

called the hidden layer output matrix. According to the theory of
Least Square, the output weight β can be estimated as

β̂ ¼Hþ T ð3Þ
where Hþ is the Moore–Penrose generalized inverse of H [19].
There are several methods to calculate the Moore–Penrose gen-
eralized inverse. Here singular value decomposition (SVD) method

is widely used, where Hþ ¼ ðHTHÞ�1HT . So

β̂ ¼ ðHTHÞ�1HTT ð4Þ
It is apparent from (4) that one can not obtain correct and
satisfactory result if the matrix HTH is singular despite that some
mathematical softwares like Matlab have the corresponding
methods to deal with the inverse of singular matrix. Next some
properties of the solution of ELM algorithm will be discussed. In a
complex industrial production environment, the data will often be
interfered by external noise. Then the model (2) should be
modified as

Hβþξ¼ T ð5Þ
where white noise is considered here and ξAN 0;σ2

� �
.

After adding the interference of external noise, the solution of
ELM will also be modified as

β̂ ¼ HTH
� ��1

HTT ¼
P ~N

i ¼ 1 H
T
i Hiβiþξi
� �

P ~N
i ¼ 1 H

T
i Hi

¼ βþ
P ~N

i ¼ 1 H
T
i ξiP ~N

i ¼ 1 H
T
i Hi

ð6Þ

Next we analyze the result from three aspects: expectation (E),
variance (V) and mean square error (MSE). Then one can get

� E β̂
� �

¼ β

� V β̂
� �

¼ E β̂
2

� �
�E β̂

� �2
¼ σ2

P ~N
i ¼ 1 H

T
i Hi

¼ σ2
X~N

i ¼ 1

1
λi

� MSE β̂
� �

¼ 1
~N
E β̂�β

� �T
β̂�β

� �� 	
¼ 1

~N
� σ2

P ~N
i ¼ 1 H

T
i Hi

¼ σ2

~N

X~N

i ¼ 1

1
λi

ð7Þ
where λi is the ith eigenvalue of HTH [8].

As we all know, the learning parameters of hidden nodes in the
model of ELM algorithm are generated randomly without human
tuning. In most case, the number of hidden nodes is far less than
that of the samples ð ~N⪡NÞ. So H is usually not a square matrix and
HTH may not always be nonsingular. That is to say when HTH is
multicollinear, some eigenvalues will tend to zero, while V β̂

� �
and

MSE β̂
� �

will become larger. And the solution is not convincing.

2.2. The introduction for improved P-ELM algorithm

This subsection is the main part of the note. Here the improved
P-ELM algorithm is presented to overcome the multicollinear
problem using principle component analysis (PCA) technique.
PCA is a useful statistical technique that has found application in
fields such as face recognition and image compression, and is a
common technique for finding patterns in high dimension data
[14,16]. For a series of data with high dimension, PCA is a powerful
tool for identifying patterns and expressing the data in such a way
as to highlight their similarities and differences by reducing the
number of dimensions [15].

Fig. 1 presents the distribution of sample data with two
dimensions where we can see that most of the data distribute
along the direction of w1. Here w1 is called the first principle
component direction which can character the main information of
data distribution. In addition, w2 stands for another direction of
the second principle component which means less important
information like external disturbance. The main purpose of the
theory of PCA is to represent the sample data using the main
principle components. In the theory of mathematical statistics, the
first principle component direction is the one with maximum
variance of the data distribution [16]. So the sort of principle
components is based on the size of variances of sample data in
different directions. Next a brief theoretical derivation of PCA is
presented [17].
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