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a b s t r a c t

The problem of stability via adaptive controller is considered for time-delay neutral-type neural
networks with stochastic noise and Markovian switching in this paper. A new criterion of almost sure
(a.s.) asymptotic stability for a general neutral-type stochastic differential equation is proposed. Based on
this criterion, and by using of the generalized Itô's formula and the M-matrix method, a delay dependent
sufficient condition is established to ensure the almost sure asymptotic stability for neutral-type neural
networks with stochastic perturbation and Markovian switching. Meanwhile, the update law of the
feedback control is determined. A numerical example is provided to verify the usefulness of the criterion
proposed in this paper.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Recently, the stability of neutral-type neural networks, which
depend on the derivative of the state and the delay state have
attracted a lot of attention (see e.g. [1–8] and the references therein)
since the fact that some physical systems in the real world can be
described by neutral-type models (see [9]).

As we know, the synaptic transmission in real nervous systems
can be viewed as a noisy process brought on by random fluctua-
tions from the release of neurotransmitters and other probabilistic
causes [10]. In general, Gaussian noise has been regarded as the
disturbance arising in neural networks (see e.g. [11–19], and the
references therein).

Also, it has been shown that many neural networks may experi-
ence abrupt changes in their structure and parameters due to the
phenomena such as component failures or repairs, changing

subsystem interconnections and abrupt environmental disturbances.
In this situation, neural networks may be treated as systems which
have finite modes, and the modes may switch from one to another at
different times, and can be described by finite-state Markov chains.
The stability analysis problem for neural networks with Markovian
switching has therefore received much research attention (see e.g.
[13,14,17,20–22], and the references therein).

Although the importance of adaptive stabilization has been widely
recognized, no related results have been established for time-delay
neutral-type neural networks with Markovian switching and stochas-
tic perturbation. Motivated by the studies mentioned above, we aim to
tackle the problem of almost sure asymptotic stability for time-
delayed neural networks with stochastic noise and Markovian switch-
ing via adaptive control. A new criterion of almost sure (a. s.)
asymptotic stability for a general neutral-type stochastic differential
equation is proposed. Based on this criterion, and by using of the
generalized Itô's formula and the M-matrix method, a delay depen-
dent sufficient condition is established to ensure the almost sure
asymptotic stability for neutral-type neural networks with stochastic
perturbation and Markovian switching. Meanwhile, the update law of
the feedback control is determined. A numerical example is provided
to verify the usefulness of the criterion proposed in this paper.

The attributions of this work lie in two aspects. Firstly, a new
criterion of almost sure asymptotic stability for a general neutral-
type stochastic differential equation is proposed which extends
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the existing results. The second one is that we concern with theM-
matrix method to obtain the delay dependent sufficient condition
of the almost sure asymptotic stability for neutral-type neural
networks with stochastic perturbation and Markovian switching.

2. System and problem description and preliminaries

Consider an n-dimensional time-delay neutral-type neural net-
work with Markovian switching and stochastic noise of the form

d½xðtÞ�DðrðtÞÞxðt�τÞ�
¼ ½�AðrðtÞÞxðtÞþWðrðtÞÞφðxðtÞÞ
þWdðrðtÞÞφðxðt�τÞÞþUðrðtÞÞ� dt
þgðt; rðtÞ; xðtÞ; xðt�τÞÞ dωðtÞ ð1Þ

where xðtÞ ¼ ½x1ðtÞ…xnðtÞ�T ARn is the state vector associated with
the n neurons. φðxðtÞÞ ¼ ½φ1ðx1ðtÞÞ…φnðxnðtÞÞ�T denotes the neuron
activation function, τ denotes the constant time-delay.

frðtÞ; tZ0g is a right-continuous Markov chain on the complete
probability space ðΩ;F ; fF tgtZ0;PÞ with a filtration fF tgtZ0 satis-
fying the usual conditions (i.e., it is increasing and right continuous
while F 0 contains all P-null sets). The Markov chain takes values in
a finite state space S¼ f1;2;…; Sg with generator Γ ¼ ðγijÞS�S given
by

PfrðtþΔÞ ¼ jj rðtÞ ¼ ig ¼
γijΔþoðΔÞ if ia j

1þγiiΔþoðΔÞ if i¼ j

(

where Δ40. Here γijZ0 is the transition rate from i to j if ia j
while γii ¼ � PS

j ¼ 1;ja i γij.
AðrðtÞÞARn�n (Ai; rðtÞ ¼ i, for short) is a diagonal matrix with the

all positive elements. WðrðtÞÞARn�n and WdðrðtÞÞARn�n are the
connection weight matrix and the time-delay connection weight
matrix, respectively. DðrðtÞÞARn�n is external input matrix,
UðrðtÞÞARn is the control input vector.

g is the noise intensity function satisfying g : R� S� Rn�
Rn-Rn�m.

ωðtÞ ¼ ½ω1ðtÞ;ω2ðtÞ;…;ωmðtÞ�T be an m-dimensional F t-adapted
Brownian motion. It is assumed that ωðtÞ in system (1) are
independent.

The initial data is given by fxðθÞ : �τrθr0g ¼ ξðθÞAL2F 0

ð½�τ;0�;Rn�Þ , rð0Þ ¼ r0, ξð0Þ ¼ 0.
For system (1), we impose the following assumptions.

Assumption 1. Each function φj : R-R is nondecreasing and
there exists a positive constant Φ such that

jφjðuÞ�φjðvÞjrΦju�vj 8u; vAR; j¼ 1;2;…;n:

Assumption 2. 8 iAS, there exist two positive constants G1 and
G2 such that

tr½gT ðt; i; xðtÞ; xðt�τÞÞgðt; i; xðtÞ; xðt�τÞÞ�
rxT ðtÞG1xðtÞþxT ðt�τÞG2xðt�τÞ ð2Þ

and gðt; i;0;0Þ ¼ 0.

Assumption 3. For the external input matrix DiðiASÞ, there exists
positive constant κiA ð0;1Þ, such that

ρðDiÞ ¼ κirκA ð0;1Þ;
where κ ¼maxiASκi and ρðDiÞ is the spectral radius of matrix Di.

We now begin with the following concept of a.s. asymptotical
stability in mean square.

Definition 1. The neutral-type neural networks (1) is said to be almost
sure asymptotical stable if for any ξðtÞAL2F0

ð½�τ;0�;Rn�Þ and r0AS,

Pð lim
t-1

jxðt; i0; ξðtÞÞj ¼ 0Þ ¼ 1: ð3Þ

where xðt; i0; ξðtÞÞ is the solution of the system (1) for the initial
condition ξðtÞ.

Now, we describe the problem to solve in this paper as follows.

Target description. For the neutral-type neural network (1), by
using Lyapunov functional, general Itô's formula, and M-matrix
method, this paper will obtain some criteria of almost surely
asymptotically stability for the neutral-type time-delay neural
networks with stochastic disturbance and Markovian switching.

The following lemmas are useful for obtaining the main result.

Lemma 1 (Wang et al. [11]). Let x; yARn, then the inequality
xTyþyTxrϵxTxþϵ�1yTy holds for any ϵ40.

Lemma 2 (See Kolmanovskii et al. [23]). Let pZ1, and Assumption 3
holds. Then

�jxðtÞ�Dixðt�τÞjp
r�ð1�κÞp�1jxðtÞjpþκð1�κÞp�1jxðt�τÞjp:

Lemma 3 (Yong inequality, see Mao and Yuan [24]). Let a; bAR and
ϕA ½0;1�. Then jajϕjbj1�ϕrϕjaj þð1�ϕÞjbj .

Lemma 4 (See Mao and Yuan [24]). If M ¼ ðmijÞn�nARn�n with
mijo0ðia jÞ, then the following statements are equivalent:

(i) M is a nonsingular M-matrix.
(ii) Every real eigenvalue of M is positive.
(iii) M is positive stable. That is, M�1 exists and M�140 (i.e.

M�1Z0 and at least one element of M�1 is positive).

Lemma 5 (See Zhou et al. [25]). Let Assumptions 1–3 hold. Assume
that there are functions VAC2;1ðRþ � S� Rn;Rþ Þ, the family of
positive real-valued functions defined on Rþ � S� Rn which are
continuously twice differentiable in xARn and once differentiable in
tARþ , γAL1ðRþ ;Rþ Þ, and W1;W2;W3ACðRn;Rþ Þ such that

ðC1Þ lim
j xj-1

½ inf
ðt;iÞARþ �S

Vðt; i; xÞ� ¼1: ð4Þ

ðC2Þ LVðt; i; x; xτÞ
rγðtÞ�W1ðxÞþW2ðxτÞ�W3ðx�DixτÞ ð5Þ

for ðt; i; x; xτÞARþ � S� Rn � Rn, where LV is the weak infinitesimal
operator of the random process fðrðtÞ; xðtÞÞ : tZ0g, and xτ ¼ xðt�τÞ.
ðC3Þ W1ð0Þ ¼W2ð0Þ ¼W3ð0Þ ¼ 0;W1ðxÞZW2ðxÞ8xa ¼ 0 ð6Þ
Then for any initial data fxðθÞ : �τrθr0g ¼ ξACb

F0
ð½�τ;0�;RnÞ

and rð0Þ ¼ i0AS,

(R1) Eq. (1) has a unique global solution xðt; i0; ξÞ.
(R2) Assume that W3ðxÞ ¼ 0 if and only if x¼0. The solution xðt; i0; ξÞ

obeys that

lim
t-1

xðt; i0;ξÞ ¼ 0 a:s: ð7Þ

i.e. xðt; i0; ξÞ is almost surely asymptotically stable.

3. Main results

We are now in a position to derive the condition under which the
neutral-type time-delay neural networks (1) with stochastic distur-
bance and Markovian switching is almost surely asymptotically stable.
We will divide the discussion into two parts: (1) pZ3 and (2) p¼2.

Theorem 1. Let Assumptions 1–3 hold, and pZ3. Assume that
M : ¼ �diagfη;η;…;η|fflfflfflfflfflffl{zfflfflfflfflfflffl}

S

g�Γ is a nonsingular M-matrix, where

η¼ �pςþð1=2Þðp�2Þðκ2þα2þ2Φ2þðp�1ÞðG1þG2ÞÞ
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