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ABSTRACT

The classical AdaBoost algorithm is an ensemble of weak learners, and can be used to construct a strong
classifier. A weak learner is incorporated into the ensemble at each step, and the classification of the
derived ensemble is improved by properly adjusting the weight of each weak learner. The classical
AdaBoost algorithm has some limitations; for example, it is sensitive to noisy data, which may impede
the generalization capability of the derived classifier and lead to overfitting problem. A selective
boosting, sBoost, technique is proposed in this paper to tackle these problems. The proposed sBoost
classifier focuses on the generalized classification performance rather than those hard-to-learn samples,
and the penalties of hard-to-learn samples are mitigated to the degree associated with their noise level.
An error correction method is suggested to detect potential clean samples and prevent them from
misclassification to further alleviate the overfitting problem. The effectiveness of the developed sBoost
technique is tested by a series of simulation tests. Test results show that the developed sBoost technique

can improve the classification accuracy and prevent the overfitting problem effectively.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

AdaBoost, short for Adaptive Boosting, is a machine learning
algorithm, which can be used to improve data training perfor-
mance [1]. AdaBoost is adaptive because subsequent constructed
classifiers are modified to help discern samples misclassified by
the previous classifiers. It can emphasize misclassified samples by
increasing their weights in training data distribution, and then
classify them by using appropriate weak learners. By integrating a
weak learner at each step, the ensemble of weak learners can
better learn how to classify the samples and improve classification
accuracy. A weak learner can be any classifier that has moderate
classification accuracy. The classical AdaBoost has merits such as
solid theoretical basis and ease of implementation, and has been
used in many applications such as medical diagnoses [2,3], image
retrieval/classification [4,5], and network intrusion detection [6].
However, the classical AdaBoost algorithm has some limitations
such as being sensitive to noisy samples, overfitting and slow
convergence [7,8].

Many research efforts have been made to improve the AdaBo-
ost [9-11]. To speed up convergence, a Real AdaBoost algorithm was
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proposed in [1] to calculate the probability and confidence limits to
estimate the degree to which a sample belongs to a specific class. A
LogitBoost method [12] employed an additive logistic regression
model as cost function to improve the convergence. However, these
methods also suffer from the overfitting problem. Overfitting occurs
as the number of weak learners increases when noisy samples are
present [7]. The classifier does not have an efficient mechanism to
learn noisy samples, which causes some potential clean samples to be
misclassified. Ratsch et al. [13] proposed a boosting technique with
soft margins to deal with noisy samples by computing the aggregated
weights of each sample and reducing the penalties for hard-to-learn
samples; some hard-to-learn samples, however, may not be noise
affected but clean ones, and their penalty should not be reduced. Cao
et al. [14] applied the noise detection method to identify noisy
samples in the training data and assign them a different class label
from their original ones in the binary classification problem. This
technique is highly dependent on the noise detection mechanism; less
effective noise detection method may lead to poor classifier perfor-
mance. Gao et al. [15] applied a weighted K-nearest-neighbor algo-
rithm in a transformed space to identify and discard suspicious noisy
samples; but some of these discarded samples may be useful to
improve the classification accuracy.

The classical AdaBoost algorithms [1,9-12] focus on the classi-
fication of those large weight samples, which may lead to severe
misclassification of small weight samples and result in overfitting
problems. The overfitting problem could be addressed using some
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methods such as [13-15] to some extent; however they cannot
effectively process large weight samples based on data character-
istics, which may result in low classification accuracy. To effec-
tively reduce the overfitting problem, a new selective Boosting
technique, sBoost for short, is proposed in this work to tackle the
overfitting problem effectively and improve classification accuracy,
under low noise levels (e.g., from no noise to 10% noise). In the
proposed sBoost technique, the penalties of samples with large
weights are adjusted adaptively to improve the classification
performance. For those large weight samples caused by noise,
their penalties are mitigated according to the noise degree to
reduce the overfitting problem. Some clean samples may carry
large weight because of the limitation of weak learners or incon-
sistency in combining weak learners. Their weights are main-
tained to prevent misclassification. This proposed sBoost
technique is new in the following aspects: (a) a sample weight
regulator is proposed to adaptively regulate samples' penalties
based on their accumulated weights and noise degrees to reduce
overfitting; and (b) an error correction method is proposed to
detect potential clean samples in the test data, predict their class
label, and prevent them from being misclassified by a classifier
suffering overfitting.

The remainder of this paper is organized as follows. The proposed
sBoost technique is discussed in Section 2. In Section 3, the effec-
tiveness of the proposed sBoost technique is examined by some
benchmark classification problems. Some concluding remarks are
drawn in Section 4.

2. The proposed sBoost technique

Before the discussion of the proposed sBoost technique, some
description is given first for the classical AdaBoost algorithm.

2.1. Classical AdaBoost algorithm

Consider a binary classification problem with training data samples
(%1, 1), (X2, ¥2), .., (XN, Yn), Where the class label is y; € {— 1, + 1} and
N is the number of samples in the training data set. If T is the
maximum number of weak learners, the AdaBoost algorithm takes the
following processes:

(a) Initialize the distribution of training data set L;(i)=1/N, i=1,
2, .., N.

(b) Train the weak learner h¢ e {—1, +1} using training data set

with distribution L,.

Compute the sum of weights of misclassified samples ¢,

=N L) [[he(x;) # y;]]. The logic operator is defined as

1 I'#0

= {o r=o

Calculate the weight of the weak learner h, a;=(1/2)

In(1-¢/¢,).

(e) Update the weights of the training samples, L;, 1(i) = (L¢(i)exp
(—achexp)y;) /], where J, = >3 Le(i) exp(—yiache(x).

(f) Repeat step (b) to step (e) with t=1:T.

(g) Normalize the weight of weak learner h, a; = (ar¢/ Z[T: 1 Qp).

(c

~—

(d

e

If f(x) = S2F_, abhe(x;), and H(x;) = sign [f(x))] is the predicted
class label, the margin of a sample (x;, y;) can be given as

T
Vi 22 ache(xi)
Prlx) =———— 1)
> o
Theorem 1. :(_%Chapire et al. [16]): Given the weighted training error
@.= SN L) [[he(x;) # ]|, for any &, the probability that p,(x;) < &

can be given as,
T

Pip) <01 <2" TT Vol (1) )
t=

When 6 =0, P[p,(x;) < 0] represents the probability that a sample
is misclassified, which should be minimized.

2.2. Sample weight regulator in the proposed sBoost technique

The accumulated weight of a sample is an effective indicator,
which determines the degree this sample contributes to potential
overfitting. Thus it is used to properly adjust the penalty of this
sample in order to reduce overfitting.

Let f, be the weight of the weak learner h, in sBoost, the
margin can be defined in the same way as in Eq. (1)

Vi Z ﬂtht(x)
pulx)=—=1—— 3)
> b
=1
The accumulated weight of sample i is computed as
o) = EPP) @
231 exp(p,(xi))
t
&)= Z (Boke(i)) (5)
P 0]
y() = max (&, (l)}ﬂf (6)

Since some noisy samples may cause overfitting, they need to be
processed properly in the training process. In the proposed sample
weight regulator, the k-nearest-neighbor method is adopted to
identify noisy samples and evaluate their noise degrees. Given K
nearest samples of a target sample in the training data set, if p
samples of these K samples have the same class label as this target
sample (0<p<K), the noise degree of this sample will be
estimated by
0,=1 —g @
where the noise degree is independent of time step t.

The proposed sample weight regulator is given by

&
max {5[(1)}ﬂt i (8)
It can be proven that 0 < @.(i) < ;. Accordingly, the update of the
i'" sample weight at step t can be formulated as:

Li(iexp(— phe(x))y; — w(i))
Ji
T
Len{ = % i+ |

=N = €))

(i) = V/t(i)gi =

Liy1()=

where J; is the cost function of sBoost.

By using the sample weight regulator @ (i), the noisy samples will
be processed according to their noise degree. For each sample, the
maximum penalty reduction is determined by its accumulated weight,
which will be lessened by the sample’s noise degree. Consequen-
tly, the less noisy samples will not have over-reduced penalties to
decrease their chance of being correctly classified, and the penalties of
noisy samples can be adjusted to reduce overfitting.
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