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a b s t r a c t

This paper studies a class of complex-valued neural networks with time-varying delays. By using the
conjugate system of the complex-valued neural networks and Brouwer's fixed point theorem, sufficient
conditions to guarantee the existence and uniqueness of an equilibrium are obtained. Some criteria on
globally exponential stability of the equilibrium of the complex-valued neural networks are also
established by using a delay differential inequality. These results are easy to apply to the study of the
complex-valued neural networks whether their activation functions are explicitly expressed by
separating their real and imaginary parts or not. Two examples with numerical simulations are given
to highlight the effectiveness of the obtained results.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Recent years, there is a growing interest in studying complex-
valued neural networks (CVNNs), which can be seen from a large
number of relevant publications (e.g., [1–14] and the references
therein). In fact, CVNNs have the potential to solve problems that
cannot be solved by their real-valued counterparts. For example, in
[7], the XOR problem and the detection of symmetry problem
cannot be solved with a single real-valued neuron (i.e., a two-
layered real-valued neural network), but they can be solved by a
single complex-valued neuron (i.e., a two-layered complex-valued
neural network) with the orthogonal decision boundaries, which
reveals the potential computational power of complex-valued
neurons. In addition, CVNNs have been found of great use in
extending the scope of applications of artificial neural networks in
optoelectronics, filtering, imaging, speech synthesis, computer
vision, remote sensing, quantum devices, spatiotemporal analysis
of physiological neural devices and systems, and artificial neural
information processing [1,8–14].

In applications of neural networks, it is essential to ensure that
the designed neural networks are stable. In past decades, the
stability of real-valued neural networks has been widely studied
and there are a large number of related publications (see, e.g., [15–
24] and the references therein). It is worth mentioning that,

compared with real-valued neural networks, it is more difficult
to study the stability of CVNNs. Because CVNNs have more com-
plicated properties than the real-valued counterparts. Recently,
the stability of CVNNs has caught great attention (see [25–30]). For
example, in [25], a class of CVNNs model on time scales was
investigated and some sufficient conditions for ψ-global exponen-
tial stability were obtained. In [26], the discrete-time delayed
neural networks with complex-valued linear threshold neurons
were studied, and several criteria on boundedness and global
exponential stability of equilibrium were obtained. In [27,28],
discrete CVNNs were studied and some sufficient conditions on
the existence of a unique equilibrium pattern and its global
exponential stability were established. Particularly, in [29], the
authors studied two types of complex-valued recurrent neural
networks whose activation functions are separated into their real
and imaginary parts or not. In [30], CVNNs with mixed time delays
whose activation functions are expressed by separating their real
and imaginary parts were studied. In [29,30], the n-dimensional
complex-valued neural networks were transformed into the 2n-
dimensional real-valued ones, and some sufficient conditions
ensuring the existence and uniqueness of equilibrium and its
global exponential stability were achieved. However, it required
the existence, continuity, and boundedness of the partial deriva-
tives of the activation functions about the real and imaginary parts
of the state variables, which limits the applications of the obtained
results.

Motivated by discussion above, in this paper, we aim at dealing
with the stability problem for a class of complex-valued neural
networks with time-varying delays. Some sufficient conditions of
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the existence, uniqueness, and global exponential stability of
equilibrium are obtained. In these sufficient conditions, the
activation functions only need to satisfy the Lipschitz condition.
It removes the restrictions on the existence, continuity, and
boundedness of the partial derivatives of the activation functions
about their real and imaginary parts. Our method is feasible and
more efficient than that in [29,30].

The rest of this paper is organized as follows. In Section 2,
model description and preliminaries are given. In Section 3,
several criteria are derived for the exponential stability of unique
equilibrium of a class of CVNNs with time-varying delays. Then, in
Section 4, two examples are given to illustrate the effectiveness of
the main results. Finally, in Section 5, some conclusions are drawn.

2. Model description and preliminaries

To begin with, we would like to introduce some notations. By R

we denote the set of real numbers. Let z¼ aþ ib be a complex
number, where i¼

ffiffiffiffiffiffiffiffi
�1

p
, a; bAR, j zj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2þb2

p
. z denotes the

conjugate complex number of z, z ¼ aþ ið�bÞ. Let Cn be the n
(nZ1) dimensional complex vector space.

In this paper, we consider a model of complex-valued neural
networks with time-varying delays, which can be described by

dzkðtÞ
dt

¼ �dkzkðtÞþ
Xn
j ¼ 1

ðwkjf jðzjðtÞÞþvkjgjðzjðt�τjðtÞÞÞÞþ Jk; tZt0;

ð2:1Þ
where zkðtÞ ¼ xkðtÞþ iykðtÞ, k; j¼ 1;…;n. For convenience, zk(t), xk(t)
and yk(t) are denoted as zk, xk and yk, respectively. This model
describes the continuous evolution processes of the neural net-
works. n is the number of units in the neural networks, zk(t)
corresponds to the state variable, dk (dk40) represents the neuron
charging time constant, f jðzjÞ, gjðzjÞ : C-C are the activation
functions of the neurons, wkj, vkjAC stand for the weights of the
neuron interconnections, JkAC is the external bias, and τjðtÞ
(0rτjðtÞrτ) corresponds to the transmission delays.

Let Rn and Cn be the spaces of n-dimensional real and complex
column vectors, respectively, and Rm�n, Cm�n denote the sets of
m�n real and complex matrices, respectively. For convenience,
model (2.1) can be rewritten in the vector form

dzðtÞ
dt

¼ �DzðtÞþWf ðzðtÞÞþVgðzðt�τðtÞÞÞþ J; tZt0; ð2:2Þ

where zðtÞ ¼ ðz1ðtÞ;…; znðtÞÞT , d
dtzðtÞ ¼ ð ddtz1ðtÞ;…; ddtznðtÞÞT , D¼ diag

ðd1;…; dnÞ, W ¼ ðwkjÞn�n, V ¼ ðvkjÞn�n, J ¼ ðJ1;…; JnÞT , f ðzðtÞÞ ¼ ðf 1
ðz1ðtÞÞ;…; f nðznðtÞÞÞT , gðzðt�τðtÞÞÞ ¼ ðg1ðz1ðt�τ1ðtÞÞÞ;…; gnðznðt�τn
ðtÞÞÞÞT .

Definition 2.1. For any given t0AR, a complex-valued function
zðtÞAC½½t0�τ; þ1Þ;Cn� is called a solution of (2.2) through ðt0;ϕÞ,
if z(t) satisfies the initial condition

zðt0þsÞ ¼ϕðsÞ; sA ½�τ;0�; ð2:3Þ
and Eq. (2.2) for tZt0, denoted by zðt; t0;ϕÞ (or z for short).
Especially, a point ZnACn is called an equilibrium point of (2.2), if
zðtÞ ¼ zn is a solution of (2.2).

Throughout this paper, we assume that, for any ϕðsÞ
(sA ½�τ;0�), there exists at least one solution of model (2.2) with
the initial values ϕ of model (2.3).

A conjugate system of model (2.1) is represented as

dzkðtÞ
dt

¼ �dkzkðtÞþ
Xn
j ¼ 1

ðwkjf jðzjðtÞÞþvkjg jðzjðt�τjðtÞÞÞÞþ J k; tZt0;

ð2:4Þ

where f jðzjðtÞÞ and gjðzjðt�τjðtÞÞÞ are the conjugates of f jðzjðtÞÞ and
gjðzjðt�τjðtÞÞÞ, respectively. Similarly, we rewrite system (2.4) in
the vector form

dzðtÞ
dt

¼ �DzðtÞþWf ðzðtÞÞþVgðzðt�τðtÞÞÞþ J ; tZt0; ð2:5Þ

where zðtÞ ¼ ðz1ðtÞ;…; znðtÞÞT , W ¼ ðwkjÞn�n, V ¼ ðvkjÞn�n, J ¼ ðJ1;…;

JnÞT , f ðzðtÞÞ ¼ ðf 1ðz1ðtÞÞ;…; f nðznðtÞÞÞT , gðzðt�τðtÞÞÞ ¼ ðg1ðz1ðt�τ1
ðtÞÞÞ;…; gnðznðt�τnðtÞÞÞÞT .

Obviously, if z(t) is a solution of Eq. (2.2) satisfying the initial
condition ϕðsÞ ðsA ½�τ;0�Þ, then zðtÞ is a solution of Eq. (2.4) with
initial condition ϕðsÞ ðsA ½�τ;0�Þ. Especially, if point znACn is an
equilibrium point of (2.2), then znACn is an equilibrium point
of (2.4).

For A;BARm�n or ACm�n, we define the Hadamard product or
Schur product A � B¼ ðaijbijÞm�n, jAj ¼ ðjaij j Þn�n. If A;BARm�n,
then AZB ðArB;A4B;AoBÞ means that each pair of correspond-
ing elements of A and B satisfies the inequality “Z ðr ; 4 ; oÞ”.
Especially, A is called a nonnegative matrix if AZ0. For z;ϕACn,
we define

½j zðtÞj � ¼ ðj z1ðtÞj ;…; j znðtÞj ÞT ; JzðtÞJ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Σn

k ¼ 1jzkðtÞj2
q

;

½jϕðsÞjτ� ¼ ðjϕ1ðsÞjτ ;…; jϕnðsÞjτÞT ; ‖ϕðsÞ‖τ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Σn

k ¼ 1jϕkðsÞj2τ
q

;

where jϕkðsÞjτ ¼ sup� τr sr0fjϕkðt0þsÞj g, k¼ 1;…;n.

Definition 2.2. The equilibrium point zn of Eq. (2.2) is exponen-
tially stable, if there exist constants λ40 and MZ1 such that for
all tZt0 the inequality JzðtÞ�zn JrMJϕðsÞ�zn Je�λðt� t0Þ holds.

Definition 2.3 ([31]). Let matrix A¼ ðaijÞn�n have non-positive off-
diagonal elements (i.e., aijr0, ia j); then each of the following
conditions is equivalent to the statement that A is an M matrix.

(i) All the leading principal minors of A are positive.
(ii) A¼ C�M, and ρðC�1MÞo1, where MZ0, C ¼ diagfc1;…; cng

and ρð�Þ is the spectral radius of the matrix ð�Þ.
(iii) The diagonal elements of A are all positive and there exists a

positive vector ξ such that Aξ40 or ATξ40.

Assumption 1. f jð�Þ, gjð�Þ ðj¼ 1;…;nÞ satisfy the Lipschitz continu-
ity condition in the complex domain, that is, for j¼ 1;…;n, there
exist positive constants lfj and lgj , such that, for any z1; z2AC, we
have

j f jðz1Þ� f jðz2Þjr lfj j z1�z2 j ; jgjðz1Þ�gjðz2Þjr lgj j z1�z2 j ;

where lfj and lgj are called Lipschitz constants.

Remark 2.1. In this paper, it only requires that complex-valued
activation functions be globally Lipschitz, as many researchers
have required in the study of real-valued neural networks (see
[23,24,32–37]).

Remark 2.2. It should be pointed out that, in [29,30], it were
required that the activation functions can be expressed by separ-
ating real and imaginary parts as

f jðzjÞ ¼ f Rj ðxj; yjÞþ if Ijðxj; yjÞ; j¼ 1;…;n;

where zj ¼ xþ iyj, xj; yjAR, f Rj ðxj; yjÞ (or fjR) and f Ijðxj; yjÞ (or fjI) denote
real and imaginary parts of f jðzjÞ, j¼ 1;…;n, respectively.

The existence, continuity, and boundness of ∂f Rj
∂xj
, ∂f Rj
∂yj
, ∂f Ij
∂xj
, and ∂f Ij

∂yj

(j¼ 1;…;n) are required to ensure the stability of the system
considered (see Theorem 2 in [29] and Theorem 1 in [30]). These

conditions are quite strict, but not necessary. In fact, if f Rj ðxj; yjÞ,

J. Pan et al. / Neurocomputing 164 (2015) 293–299294



Download English Version:

https://daneshyari.com/en/article/406449

Download Persian Version:

https://daneshyari.com/article/406449

Daneshyari.com

https://daneshyari.com/en/article/406449
https://daneshyari.com/article/406449
https://daneshyari.com

