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a b s t r a c t

In this paper, finite time dual neural networks with a new activation function are presented to solve
quadratic programming problems. The activation function has two tunable parameters, which give more
flexibility to design the neural networks. By Lyapunov theorem, finite-time stability can be derived for
the proposed neural networks, and the actual optimal solutions of the quadratic programming problems
can be obtained in finite time interval. Different from the existing recurrent neural networks for solving
the quadratic programming problems, the neural networks of this paper have a faster convergent speed,
at the same time, they can reduce oscillation when delay appears, and have less sensitivity to additive
noise with careful selection of the parameters. Simulations are presented to evaluate the performance of
the neural networks with the tunable activation function. In addition, the proposed neural networks are
applied to estimate parameters for an energy model of belt conveyors. The effectiveness of our methods
are validated by theoretical analysis and numerical simulations.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Recently, recurrent neural networks have made great develop-
ment. They are widely applied in scientific and engineering field,
for example, optimization [1,2], control of chaos [3], pattern
classification [4,5], signal processing [6], robotics [7], solving
time-varying Sylvester equation [8], the winners-take-all competi-
tion [9–11], etc.

With the development of recurrent neural networks, remark-
able advances have been made in the field of online optimization.
For example, by removing the explicit constraints and by introdu-
cing a penalty term into the cost function, recurrent neural
networks are designed to solve the constrained optimization
problem in [12–14]. However, the designed neural networks only
converge to the optimal solution asymptotically and the conver-
gence time is infinite. In order to obtain the accurate solution, in
[15] and [16], dynamic Lagrange multipliers are introduced to
regulate the constraints and the optimal solution can be obtained
in finite time. However, the number of neurons in the neural
networks is increased. The reason is that extra neurons are
required for the dynamics of the Lagrange multipliers. It is
well known that the complexity and cost of its hardware

implementation are relevant to the number of neurons in neural
networks. Then, research on reduction of neuron number without
losing efficiency and accuracy receives some researchers’ attention
[17–33]. For examples, Zhang investigated and analyzed the
performance of gradient neural network applied to time-varying
quadratic minimization and quadratic programming problems in
[20]. Wang presented a k-winners-take-all (kWTA) neural network
and proved its global stability and finite-time convergence in [23].
Bian and Chen proposed a smoothing neural network with a
differential equation which could be implemented easily in [32].
There are also some neural network models for solving optimiza-
tion problems, which can efficiently deal with time delays [34–38].
For instance, Liu and Cao proposed a delayed neural network
which could effectively solve a class of linear projection equations
and some quadratic programming problems in [34]. In order to
deal with the convex optimization problem in finite time, the
authors firstly presented a recurrent neural network with a
continuous function, jxjr signðxÞð0oro1Þ in [39]. The activation
function was also applied to a dual neural network model in [25].
The finite-time convergence property and the optimality of the
proposed neural network for solving the quadratic programming
problem are proven. The parameter r has an effect on the
convergence time. The neural network has a faster convergent
speed with a smaller r. However, chattering phenomenon will
happen, especially in the case when time delay appears. On the
other hand, the neural network with a smaller r is less sensitive to
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additive noise. Therefore, it is worth while to study finite-time
dual neural network for solving quadratic programming problems
with a relative high robustness against time delay and noise.

In the paper, our main contribution is to present recurrent
neural networks with a tunable activation function to solve
quadratic programming problems. The tunable activation function
is k1jxjr signðxÞþk2x, where k1, k2 are tunable positive parameters.
These parameters are not only helpful to accelerate convergence
speed, but also helpful to improve robustness of the neural
networks with appearance of time delay and noise. The motivation
comes from the idea of Gao and Hung in [43]. Adding the term
k2xðtÞ to the activation function is a standard technique in sliding
mode control. It can be used to suppress chattering [43].

The paper is organized as follows. In Section 2, finite-time
criteria and upper bounds of the convergence time are reviewed.
In Section 3, we present finite-time recurrent neural networks
with a tunable activation function for solving quadratic program-
ming problems. In Section 4, numerical simulations are given to
show the effectiveness of our methods. Section 5 concludes
the paper.

2. Preliminaries

Consider the following system:

_xðtÞ ¼ f ðxðtÞÞ; f ð0Þ ¼ 0; xARn; xð0Þ ¼ x0; ð1Þ
where f : D-Rn is continuous on an open neighborhood D of the
origin x¼0.

Definition 1 (Bhat and Bernstein [40]). The equilibrium x¼ 0 of (1)
is finite-time convergent if there are an open neighborhood U of
the origin and a function Tx : U\f0g-ð0;1Þ, such that every
solution trajectory xðt; x0Þ of (1) starting from the initial point
x0AU\f0g is well-defined and unique in forward time for
tA ½0; Txðx0ÞÞ, and limt-Txðx0Þ xðt; x0Þ ¼ 0. Then, Txðx0Þ is called the
convergence time (of the initial state x0). The equilibrium of (1) is
finite-time stable if it is Lyapunov stable and finite-time conver-
gent. If U ¼D¼Rn, the origin is a globally finite-time stable
equilibrium.

The following Lemmas provide sufficient conditions for the
origin of the system (1) to be a finite-time stable equilibrium.

Lemma 1 (Bhat and Bernstein [40]). Suppose there are a C1 positive
definite function V(x) defined on a neighborhood U �Rn of the origin,

and real numbers k140 and 0oro1, such that

_V ðxÞjð1Þr�k1V ðxÞr ; 8xAU : ð2Þ
Then, the origin of the system (1) is locally finite-time stable. The
convergence time T1, depending on the initial state x0, satisfies

T1ðx0Þr
Vðx0Þ1� r

k1ð1�rÞ ; ð3Þ

for all x0AU . Further, if U ¼Rn and V(x) is radially unbounded (that
is VðxÞ-þ1 as JxJ-þ1), the origin of system (1) is globally
finite-time stable.

Lemma 2 (Shen and Xia [41], Shen and Huang [42]). If there are a C1

positive definite function V(x) defined on a neighborhood U �Rn of
the origin, and real numbers k1; k240 and 0oro1, such that

_V ðxÞjð1Þr�k1V ðxÞr�k2VðxÞ; 8xAU: ð4Þ
Then, the origin of system (1) is finite-time stable. The convergence
time T2 satisfies

T2ðx0Þr
ln 1þk2

k1
V ðx0Þ1� r

� �
k2ð1�rÞ ; ð5Þ

for all x0AU . If U ¼Rn and V(x) is radially unbounded, the origin of
system (1) is globally finite-time stable.

Remark 1. From Lemmas 1 and 2, we can see the upper bound of
the convergence time is relevant to r. It decreases with decrease of
r. When r is greater than 0 but sufficiently close to 0, the term
jxjr signðxÞ is very close to signðxÞ for x with small absolute values.
Therefore, it may yield chattering phenomenon. For example,
consider the following scalar differential equation:

_xðtÞ ¼ �jxðtÞjr signðxðtÞÞ; 0oro1: ð6Þ
The trajectories of (6) with different value of r are given in Fig. 1.

From Fig. 1, we can see that the trajectory of (6) with r¼0.2 has
the fastest convergence speed, but the chatting phenomenon
happens also. To overcome the problem, we can select a small
value of k1 and a large value of k2 for the following scalar
differential equation:

_xðtÞ ¼ �k1jxðtÞjr signðxðtÞÞ�k2xðtÞ; 0oro1: ð7Þ
Fig. 2 shows the trajectory of (7). From Fig. 2, we can see the
chattering phenomenon disappears.

In sliding mode control, the introduction of k2x, called reaching
control, to suppress chattering is the idea of Gao and Hung in [43].
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Fig. 1. The trajectories of (6) with different value of r.
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Fig. 2. The trajectory of (7) with r¼0.2, k1 ¼ 0:0001, k2 ¼ 15.
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