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a b s t r a c t

Finite-time synchronization means the optimality in convergence time, thus many contributions have
been made to it in the literature. However, to the best of our knowledge, most of the existing results on
finite-time synchronization do not include time-delay. Considering the fact that time-delays especially
infinite-time distributed delays are inevitably existing in neural networks, this paper aims to study
global synchronization in finite time of neural networks with both time-varying discrete delay and
infinite-time distributed delay (mixed delays). The techniques that we apply in this paper are not only
different from the techniques employed in existing papers, but also applicable to differential systems
with or without delay. Based on new Lyapunov–Krasovskii functional candidate and the new analysis
techniques, sufficient conditions guaranteeing the finite-time synchronization of the addressed neural
networks are derived by using a class of simple discontinuous state feedback controller. Conditions for
realizing finite-time synchronization of neural networks with finite-time distributed delay and without
delay are also given. Moreover, estimation of the upper bound of synchronization-time is also provided
for neural networks with finite-time distributed delay and without delay. It is shown that the
synchronization-time depends on both the initial values and the time-delays of the drive-response
systems. Numerical examples demonstrate the effectiveness of the theoretical results.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Drive-response synchronizationwas first proposed in [1]. In [1],
a chaotic system, called the driver (or master), generates a signal
sent over a channel to a responder (or slave), which uses this
signal to synchronize itself with the driver. Since Aihara first
introduced chaotic neural networks to simulate the chaotic beha-
vior of biological neurons [2], synchronization of chaotic neural
networks has attracted considerable attention due to its successful
applications in combinational optimization [3], associative mem-
ory [4], secure communication [5], pattern recognition [6], and so
on. Up to date, many kinds of synchronization of chaotic neural
networks have been considered which include exponential syn-
chronization [7], asymptotic synchronization [8,9], finite-time
synchronization [10].

Among the above-mentioned types of synchronization, finite-
time synchronization is optimal [11]. We take chaos-synchronization
based secure communication as an example. It is well known that
the range of time during which the chaotic oscillators are not
synchronized corresponds to the range of time during which the

encoded message unfortunately cannot be recovered [11]. Therefore,
finite-time synchronization technique enables us to recover the
transmitted signals in a setting time, while the transmitted signals
can only be obtained as time goes to infinity if asymptotic synchro-
nization or exponential synchronization techniques are utilized.
Obviously, compared with exponential synchronization and asymp-
totic synchronization, finite-time synchronization improves the
efficiency and the confidentiality greatly when it is applied to secure
communication. Till now, many authors have devoted themselves to
investigating finite-time synchronization of chaotic systems. For
instance, in [12–15], authors addressed finite-time synchronization
of multi-agent systems without delay; in [10,11,16], finite-time
synchronization of coupled chaotic systems without time-delay
was studied. Note that most of the existing results on finite-time
synchronization are obtained based on the finite-time stability
theory in [17]. Recently, the authors in [18] studied the finite-time
synchronization of a class of complex networks with constant delay
by using the finite-time stability theory in [17]. However, the theory
in [17] is not applicable to delayed systems (see Remark 4 in this
paper). Considering the advantage of finite-time control strategy,
authors in [19] investigated the finite-time bounded stable problem
for a class of delayed systems. But the techniques in [19] cannot be
used to study the complete synchronization in finite time of delayed
systems.
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Due to finite speeds of switching of amplifiers and transmission of
signals in hardware implementation, discrete time-delays are inevi-
tably existing in neural networks [20,21]. Moreover, distributed
delays should also be introduced in neural networks because neural
networks have a special nature of the presence of an amount of
parallel pathways with a variety of axon sizes and lengths [22]. In the
literature, various time-delays have been considered in studying
synchronization of neural networks. For instance, exponential syn-
chronization of neural networks with constant delay was considered
in [23], asymptotic synchronization for a class of neural networks
with constant discrete and finite-time distributed delays was studied
in [24], exponential and asymptotic synchronizations of neural net-
works with discrete and finite-time distributed time-varying delays
were investigated in [20,25], respectively, global exponential syn-
chronization for a class of switched neural networks with time-
varying delays and infinite-time distributed delays was studied [22].
Unfortunately, to the best of our knowledge, result on finite-time
synchronization of neural networks with both discrete and infinite-
time distributed delays has not been reported in the literature.
Moreover, the analysis techniques used in the above-mentioned
references cannot be extended to the finite-time synchronization of
neural networks with infinite-time distributed delays. Therefore, it is
urgent to develop some new analysis techniques to study finite-time
synchronization of neural networks with both discrete and infinite-
time distributed delays.

Based on the above discussions, the objective of this paper is to
develop a new analysis technique for finite-time synchronization of
neural networks with time-varying discrete delay and infinite-time
distributed delay. By constructing proper Lyapunov–Krasovskii func-
tional and employing the property of sign function, a class of
discontinuous control law is proposed which guarantees the finite-
time synchronization of neural networks with delays. We do not use
the usual finite-time stability theory in [17]. The controller is very
simple and can be easily implemented in practical applications and
can finite-timely synchronize neural networks with or without delay.
Moreover, synchronization criteria for neural networks with
bounded delays are also derived, and the synchronization time can
be estimated when there is no delay or the delays are bounded in the
neural networks. Numerical simulations demonstrate the effective-
ness of the theoretical results.

The rest of this paper is organized as follows. In Section 2,
neural networks with mixed delays are presented. Some necessary
assumptions, definitions are also given in this section. In Section 3,
finite-time synchronization for the presented model is studied.
Then, in Section 4, simulation examples are given to show the
effectiveness of the theoretical results. Finally, Section 5 gives
some conclusions.

2. Preliminaries

A neural network with time-varying discrete delay and infinite-
time distributed delay is described as follows:

_xiðtÞ ¼ �cixiðtÞþ ∑
n

j ¼ 1
aijf jðxjðtÞÞþ ∑

n

j ¼ 1
bijf jðxjðt�τijðtÞÞÞ

þ ∑
n

j ¼ 1
dij

Z t

�1
Kijðt�sÞf jðxjðsÞÞ dsþ JiðtÞ;

xðsÞ ¼ϕðsÞACð½�1;0�;RnÞ;

8>>>>>>><
>>>>>>>:

ð1Þ

where i¼ 1;2;…;n, n corresponds to the number of neurons;
xðtÞ ¼ ðx1ðtÞ; x2ðtÞ;…; ynðtÞÞT ARn is the state vector of the network
at time t, f ðxðtÞÞ ¼ ðf 1ðx1ðtÞÞ;…; f nðxnðtÞÞÞT is the neuron activation
function at time t; C ¼ diagðc1; c2;…; cnÞ with ci40, A¼ ðaijÞn�n,
B¼ ðbijÞn�n and D¼ ðdijÞn�n are the connection weight matrices,
JðtÞ ¼ ðJ1ðtÞ; J2ðtÞ;…; JnðtÞÞT ARn is the external input vector. The

bounded function τijðtÞ represents time-varying discrete delay of
the jth unit from the ith unit. Kij(t) is the non-negative bounded
scalar function defined on ½0; þ1Þ describing the delay kernel
of the infinite-time distributed delay along the axon of the jth
unit from the ith unit. ϕðsÞ ¼ ðϕ1ðsÞ;ϕ2ðsÞ;…;ϕnðsÞÞT is the initial
value, Cð½�1;0�;RnÞ denotes the Banach space of all continuous
functions from ½�1;0� to Rn with the norm JϕJ ¼
sup�1r sr0f∑n

i ¼ 1jϕiðsÞjg. x(t) can be any desired state: an equili-
brium point, a nontrivial periodic orbit, or even a chaotic orbit.

Remark 1. Model (1) is very general. It includes the models in
references as a special case. Specially, when the delay kernels
satisfy the following condition:

KijðtÞ ¼
0; t4θij;

1; 0rtrθij;

(
ð2Þ

where θij40 ði¼ 1;2;…;nÞ are constants, the model (1) becomes
the following neural network with finite-time distributed delays:

_xiðtÞ ¼ �cixiðtÞþ ∑
n

j ¼ 1
aijf jðxjðtÞÞþ ∑

n

j ¼ 1
bijf jðxjðt�τijðtÞÞÞ

þ ∑
n

j ¼ 1
dij

Z t

t�θij
f jðxjðsÞÞ dsþ JiðtÞ: ð3Þ

It should be mentioned that all the analysis methods developed in
most of the existing papers for stability or chaos synchronization
cannot be extended to study the finite-time synchronization of the
models (1) and (3).

Based on the concept of drive-response synchronization, which
was initially proposed by Pecora and Carrol in [1], we take (1) as
the drive system. The corresponding response system is con-
structed as follows:

_uiðtÞ ¼ �ciuiðtÞþ ∑
n

j ¼ 1
aijf jðujðtÞÞþ ∑

n

j ¼ 1
bijf jðujðt�τijðtÞÞÞ

þ ∑
n

j ¼ 1
dij

Z t

�1
Kijðt�sÞf jðujðsÞÞ dsþ JiðtÞþUiðtÞ;

uðsÞ ¼φðsÞACð½�1;0�;RnÞ;

8>>>>>><
>>>>>>:

ð4Þ

where uðtÞ ¼ ðu1ðtÞ;u2ðtÞ;…;unðtÞÞT ARn is the state vector of the
response system at time t and Ui(t) is the control input to be designed.

In order to investigate the problem of finite-time synchroniza-
tion between (1) and (4), we define the synchronization error
signal eiðtÞ ¼ uiðtÞ�xiðtÞ. Subtracting (1) from (4) yields the follow-
ing error system:

_eiðtÞ ¼ �cieiðtÞþ ∑
n

j ¼ 1
aijgjðejðtÞÞþ ∑

n

j ¼ 1
bijgjðejðt�τijðtÞÞÞ

þ ∑
n

j ¼ 1
dij

Z t

�1
Kijðt�sÞgjðejðsÞÞ dsþUiðtÞ;

eðsÞ ¼ψ ðsÞACð½�1;0�;RnÞ;

8>>>>>><
>>>>>>:

ð5Þ

where gjðejð�ÞÞ ¼ f jðujð�ÞÞ� f jðxjð�ÞÞ, eðtÞ ¼ ðe1ðtÞ; e2ðtÞ;…; enðtÞÞT , ψ ðsÞ ¼
ϕðsÞ�φðsÞ.

The following assumptions for the delays and the activation
functions are needed in this paper.

(H1) There are positive constants τ ij and μijo1 such that
0oτijðtÞrτ ij, _τ ijðtÞrμij, i; j¼ 1;2;…;n.

(H2) For any u; vAR, uav, there exist constants li ði¼ 1;2;…;nÞ
such that jf iðuÞ� f iðvÞjr liju�vj.

(H3) There are positive constants kij such that
R þ1
0 KijðuÞ du¼ kij,

i; j¼ 1;2;…;n.

Before starting the main results, we introduce the definition of
finite-time synchronization.
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