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a b s t r a c t

This paper introduces a general framework of non-parallel support vector machines, which involves a
regularization term, a scatter loss and a misclassification loss. When dealing with binary problems, the
framework with proper losses covers some existing non-parallel classifiers, such as multisurface
proximal support vector machine via generalized eigenvalues, twin support vector machines, and its
least squares version. The possibility of incorporating different existing scatter and misclassification loss
functions into the general framework is discussed. Moreover, in contrast with the mentioned methods,
which applies kernel-generated surface, we directly apply the kernel trick in the dual and then obtain
nonparametric models. Therefore, one does not need to formulate two different primal problems for the
linear and nonlinear kernel respectively. In addition, experimental results are given to illustrate the
performance of different loss functions.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Support Vector Machines (SVM) is a powerful paradigm for solving
pattern recognition problems [1,2]. In this method one maps the data
into a high dimensional feature space and then constructs an optimal
separating hyperplane in the feature space. This method attempts to
reduce the generalization error by maximizing the margin. The
problem is formulated as a convex quadratic programming problem.
Least squares support vector machines (LSSVMs) on the other hand
have been proposed in [3] for function estimation, classification,
unsupervised learning, and other tasks [3,4]. In this case, the problem
formulation involves equality instead of inequality constraints. There-
fore in the dual one will deal with a system of linear equations instead
of a quadratic optimization problem.

For binary classification problems, both SVMs and LSSVMs aim at
constructing two parallel hyperplanes (or the hyperplanes in the
feature space) to do classification. An extension is to consider non-
parallel hyperplanes. The concept of applying two non-parallel hyper-
planes was first introduced in [5], where two non-parallel hyperplanes
were determined via solving two generalized eigenvalue problems
and called GEPSVM. In this case one obtains two non-parallel
hyperplanes where each one is as close as possible to the data points
of one class and as far as possible from the data points of the other
class. Recently many approaches, based on non-parallel hyperplanes,

have been developed for classification, regression and feature selection
tasks (see [6–11]).

The authors in [12] modified GEPSVM and proposed a non-parallel
classifier called Twin Support Vector Machines (TWSVM) that obtains
two non-parallel hyperplanes by solving a pair of quadratic program-
ming problems. An improved TWSVM termed as TBSVM is given in
[13] where the structural risk is minimized. Motivated by the ideas
given in [3,14], recently least twin support vector machines (LSTSVM)
are presented in [15], where the primal quadratic problems of TSVM
are modified into least squares problem via replacing inequalities
constraints by equalities.

In the above-mentioned approaches, kernel-generated surfaces
are used for designing a nonlinear classifier. In addition one has to
construct different primal problems depending on whether a
linear or nonlinear kernel is applied. It is the purpose of this
paper to formulate a non-parallel support vector machine classi-
fier for which we can directly apply the kernel trick and thus it
enjoys the primal and dual properties as in classical support vector
machines classifiers. A general framework of non-parallel support
vector machine, which consists of a regularization term, a scatter
loss and a misclassification loss is provided. The framework is
designed for multi-class problems. Several choices for the losses
are investigated. The corresponding nonparametric models are
given via considering the dual problems and the kernel trick.

The paper is organized as follows. In Section 2, a non-parallel
support vector machine classifier with a general form is given. In
Section 3, several choices of losses are discussed. The guidelines
for the user are provided in Section 4. In Section 5, experimental
results are given in order to confirm the validity and applicability
of the proposed methods.
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2. Non-parallel support vector machine

Let us consider a given training dataset fxi; yigNi ¼ 1, where
xiARd, yi is the label of the i-th data point and there are M
number of classes. Here the one-vs-all strategy is utilized to build
the codebook, i.e., the training points belonging to the m-th class
are labeled by þ1 and all the remaining data from the rest of the
classes are considered to have negative labels. The index set
corresponding to class m is denoted by Im. We seek non-parallel
hyperplanes in the feature space:

f mðxÞ ¼wT
mφmðxÞþbm ¼ 0; m¼ 1;2;…;M

each of which is as close as possible to the points of its own class
and as far as possible from the data points of the other class.

2.1. General formulation

In the primal, the hyperplane f mðxÞ ¼ 0 for class m can be
constructed by the following problem:

min
wm ;bm ;e;ξ

1
2
wT

mwmþγ1
2

∑
iAIm

Lð1ÞðeiÞþ
γ2
2

∑
i=2Im

Lð2ÞðξiÞ

subject to wT
mφmðxiÞþbm ¼ ei; 8 iAIm

1þðwT
mφmðxiÞþbmÞ ¼ ξi; 8 i=2Im: ð1Þ

After solving (1) for m¼ 1;2;…;M, we obtain M non-parallel
hyperplanes in the feature space. Then the label of the new test
point xn is determined depending on the perpendicular distances
of the test points from the hyperplanes. Mathematically, the
decision rule can be written as follows:

LabelðxnÞ ¼ arg min
m ¼ 1;2;…;M

fdmðxnÞg; ð2Þ

where the perpendicular distance dmðxnÞ is calculated by

dmðxnÞ ¼ jwT
mφmðxnÞþbmj
‖wm‖2

; m¼ 1;2;…;M:

The target of (1) is to establish a hyperplane which is close to
the points in class Im and also is far away from the points that are
not in this class. Therefore, any scatter loss function can be used
for Lð1Þð�Þ and at the same time any misclassification loss function
can be utilized for Lð2Þð�Þ. Possible choices for Lð1Þð�Þ include least
squares, ϵ-insensitive tube, absolute, and Huber loss. For Lð2Þð�Þ, one
can consider least squares, hinge, or squared hinge loss. Different
loss has its own statistical properties and is suitable for different
tasks. The proposed general formulation (1) is to handle multi-
class problems, for which we essentially solve a series of binary
problems. In the binary problem related to class m, we regard
xi; iAIm and the remaining points as two classes. Hence, the basic
scheme of (1) for multi-class problems and binary problems is
similar. For the convenience of expression, we focus on binary
problems in theoretical discussion and evaluate multi-class pro-
blems in numerical experiments. Besides, for each class, one can
apply different nonlinear feature mapping in (1). But in this paper,
we discuss the case that unique φðxÞ is used for all the classes.

2.2. Related existing methods

For a binary problem, we assume that there are n1 points in
class 1 and n2 points in class 2, i.e., there are n1 elements in I1 and
n2 in I2. Suppose X1 and X2 are the matrices, of which each column
is the vector xi; iAI1 and xi; iAI2, respectively. The corresponding
matrices with feature mapping φð�Þ are denoted by Φ1 and Φ2, i.e.
the i-th row of Φ1 is the vector φðxiÞ; iAI1, and so is Φ2. Denote
Yn1 ¼ diagfþ1gn1

i ¼ 1ARn1�n1 , Yn2 ¼ diagf�1gn2
i ¼ 1ARn2�n2 , and 1n as

an n dimensional vector with all components equal to one. Then
the non-parallel SVM (1) can be written in matrix formulation as

the following two problems:

min
w1 ;b1 ;e;ξ

1
2
wT

1w1þ
γ1
2
Lð1ÞðeÞþ

γ2
2
Lð2ÞðξÞ

subject to Φ1w1þb11n1 ¼ e

Yn2 ½Φ2w1þb11n2 �þξ¼ 1n2 ; ð3Þ
and

min
w2 ;b2 ;e;ξ

1
2
wT

2w2þ
γ1
2
Lð1ÞðeÞþ

γ2
2
Lð2ÞðξÞ

subject to Φ2w2þb21n2 ¼ e
Yn1 ½Φ1w2þb21n1 �þξ¼ 1n1 : ð4Þ

As discussed previously, Lð1Þð�Þ could be any scatter loss function
and any misclassification loss can be used in Lð2Þð�Þ. Some choices
have been discussed. For example, if one chooses least squares loss
for Lð1Þð�Þ and hinge loss for Lð2Þð�Þ and let γ1; γ2-1, the problem
formulations (3) and (4), when a linear kernel is used, will reduce
to TWSVM introduced in [12]:

TWSVM1 min
w1 ;b1 ;ξ

1
2
JX1w1þb11n1 J

2þC11
T
n2
ξ

subject to �ðX2w1þb11n2 ÞþξZ1n2 ; ð5Þ

TWSVM2 min
w2 ;b2 ;ξ

1
2
JX2w2þb21n2 J

2þC21
T
n1
ξ

subject to ðX1w2þb21n1 ÞþξZ1n1 : ð6Þ
Another example is choosing least squares loss for both Lð1Þð�Þ

and Lð2Þð�Þ. Again, letting γ1; γ2-1 in (3) and (4) and using a linear
kernel, one obtains the LSTSVM formulation reported in [15]

LSTSVM1 min
w1 ;b1 ;ξ

1
2
JX1w1þb11n1 J

2þC1

2
ξTξ

subject to �ðX2w1þb11n2 Þþξ¼ 1n2 ; ð7Þ

LSTSVM2 min
w2 ;b2 ;ξ

1
2
JX2w2þb21n2 J

2þC2

2
ξTξ

subject to ðX1w2þb21n1 Þþξ¼ 1n1 : ð8Þ
In contrast with the classical support vector machines technique,
TWSVM and LSTSVM do not take the structural risk minimization
into account. For TWSVM, the authors in [13] gave an improve-
ment by adding a regularization term in the objective function
aiming at minimizing the structural risk by maximizing the
margin. This method is called TBSVM, where the bias term is also
penalized. But penalizing the bias term will not affect the result
significantly and will change the optimization problem slightly.
From a geometric point of view it is sufficient to penalize the norm
of w in order to maximize the margin.

Another noticeable point is that TWSVM, LSTSVM, and TBSVM
use a kernel generated surface to apply nonlinear kernels. As
opposed to these methods, in our formulation, the burden of
designing another two optimization formulations, when nonlinear
kernel is used, is reduced by applying Mercer's theorem and kernel
trick directly, which will be investigated in the following section.

3. Different loss functions

There are several possibilities for choosing the loss functions
Lð1Þð�Þ and Lð2Þð�Þ. Our target is to make the points in one class
clustered in the hyperplane by minimizing Lð1Þð�Þ, which hence
should be a scatter loss. For this aim, we prefer to use the least
squares loss for Lð1Þð�Þ, because the related problem is easy to
handle. Its weak point is that the least squares loss is sensitive to
large outliers, then one may also consider ℓ1-norm or Huber loss
under the proposed framework. For Lð2Þð�Þ, which penalties mis-
classification error to push the points in other classes away from
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