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a b s t r a c t

The paper investigates state estimation for complex dynamical networks with time-varying delay and
stochastic sampling. Only two different sampling periods are considered which occurrence probabilities are
given constants and satisfy Bernoulli distribution. By applying an input-delay approach, the probabilistic
sampling state estimator is transformed into a continuous time-delay systemwith stochastic parameters in the
system matrices, where the purpose is to design a state estimator to estimate the network states through
available output measurements. Delay-dependent asymptotically stability condition is established for the
system of the estimation error, which can be readily solved by using the LMI toolbox in MATLAB, the solvability
of derived conditions depends on not only the size of the delay and the sampling period, but also the
probability of taking values of the sampling period. Finally, a numerical example is provided to demonstrate
the effectiveness of the obtained theoretical results.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Complex dynamical networks are becoming increasingly impor-
tant in contemporary society both in science and technology [1–6]. In
the real world, a large number of practical systems can be repre-
sented by models of complex networks, such as the World Wide
Web, a network of web site; the brain, a network of neurons; food
webs; telephone cell graphs and electricity distribution networks.
Many of these networks exhibit complexity in the overall topological
properties and dynamical properties of the network nodes and the
coupled units. The complex nature of complex networks has results
in a series of important research problems [7–16].

Due to the complexity of high-order and large-scale networks, it is
often the case that only partial information about the states of key
nodes is available in network outputs and it becomes necessary to
estimate the states of key nodes through available measurements.
Therefore, state estimation has become one of the popular topics,
some profound results are established [17–20]. In [17], synchronization
and state estimation are investigated for discrete-time complex net-
works with distributed delays, the addressed problem of synchroniza-
tion and state estimation could be converted into a feasibility problem
of a set of LMIs. Liang et al. [18] study the state estimation for a
class of discrete-time coupled uncertain stochastic complex networks
with missing measurements and time-varying delays, the parameter
uncertainties are assumed to be norm-bounded and enter into both
network states and network outputs. The distributed state estimation

is investigated for a class of sensor networks described by discrete-
time stochastic systems with randomly varying non-linearities and
missing measurements [19]. In [20], H1 synchronization and state
estimation are considered for an array of coupled discrete time-
varying stochastic complex networks over a finite horizon. With the
rapid development of high-speed computers, modern control systems
tend to be controlled by digital controllers, only the samples of the
control input signals at discrete time instants will be employed, the
sampled-data control theory has attracted much attention because
modern control systems usually employ digital technology for con-
troller implementation [21,22]. Recently, a new approach is proposed
to solve the problem of sampled-data H1 control, where the sampled-
data system is modeled as a continuous-time one with an input delay
[22]. By following this idea, in [23], the exponential synchronization
sampled-data control problem has been studied for neural networks
with time-varyingmixed delay. Li et al. [24] have studied the sampled-
data synchronization control problem, which has first been trans-
formed to the problem of stability analysis for a differential equation
by converting the sampling period into a bounded time-varying delay.
Note that the above sampling methods are assumed to be implemen-
ted in a deterministic way, but in practical engineering within a
networked environment, the sampling process itself might be subject
to random abrupt changes, namely, stochastic sampling, has been
overlooked in area of coupled dynamical networks [25,26], in [25],
the problem of robust H1 control for sampled-data systems with
probabilistic sampling has been investigated via a delay system
approach. In [26], the sampled-data synchronization control problem
is addressed for a class of dynamical networks, where the sampling
period considered here is time-varying that is allowed to switch
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between two different values in a random way. Unfortunately,
although sampled-data control technologies have been developed
well in control theory, the stochastic sampled-data state estimation
problem for complex dynamical networks has so far received very
little attention, the purpose of this paper is to close this gap. The main
contributions of this paper can be summarized as follows: (1) The
state estimation is investigated for complex dynamical networks,
where the sampling period considered here is assumed to satisfy
Bernoulli distribution, which can be further extended to the case with
multiple stochastic sampling periods. (2) The solvability of derived
conditions depends on not only the size of the delay and the sampling
period, but also the probability of taking values of the sampling period.

Motivated by the above analysis, state estimation problemwith
the sampled-data is investigated for a class of complex dynamical
networks with time-varying delay. The sampling period consid-
ered here is assumed to be time-varying that switches between
two different values in a random way with given probability. By
applying an input-delay approach, the probabilistic sampling state
estimator is transformed into a continuous time-delay systemwith
stochastic parameters in the system matrices, where the purpose
is to design a state estimator to estimate the network states
through available output measurements. The solvability of derived
conditions depends on not only the size of the delay and the
sampling period, but also the probability of taking values of the
sampling period. Finally, a numerical example is provided to
demonstrate the effectiveness of the obtained theoretical results.

The rest of this paper is organized as follows. In Section 2,
problem formulation and preliminaries are briefly outlined. In
Section 3, main results are derived in the form of LMIs. In Section
4, a simulation example is provided to show the advantages of the
obtained results, and some conclusions are drawn in Section 5.

Notation: The notation used in the paper is fairly standard. Rn

denotes the n-dimensional Euclidean space and Rn�m is a set of
real n�m matrices. The notation X40 (respectively, Xo0Þ, for
XARn�n means that the matrix X is real symmetric positive
definite (respectively, negative definite). diagf⋯g stands for a
block-diagonal matrix. J � J denotes the Euclidean norm in Rn.
The superscript ‘T’ stands for matrix transposition. In denotes n�n
identity matrix. Ef�g stands mathematical expectation. The Kro-
necker product of matrices QARm�n and RARp�q is a matrix in
Rmp�nq and denoted as Q � R. In this paper, if not explicitly stated,
matrices are assumed to have compatible dimensions.

2. Problem formulation and preliminaries

Consider the following delayed complex dynamical networks
consisting of N coupled nodes of the form

_xiðtÞ ¼ AxiðtÞþ f ðxiðtÞÞþgðxiðt�τðtÞÞÞþ ∑
N

j ¼ 1
GijΓxjðtÞ

yiðtÞ ¼ CixiðtÞ ði¼ 1;2;…;NÞ;

8><
>: ð1Þ

where xiðtÞARn is the state vector of the ith node. yiðtÞARm is the
output of the ith node. AARn�n and CiARm�n are some constant
matrices. f ð�Þ; gð�ÞARn are two unknown but sector-bounded non-
linear vector functions. G¼ ðGijÞN�N is the outer-coupling matrix of
the networks representing the coupling strength and topological
structure of complex networks, in which GijZ0 ðia jÞ,
Gii ¼ �∑j ¼ 1;ja iGij. ΓARn�n denotes the inner-coupling matrix.
The function τðtÞ denotes time-varying delay satisfying τðtÞA ½0; τ�,
where τ is a known positive scalar.

The state estimator is constructed as follows:

_̂xi ðtÞ ¼ Ax̂i ðtÞþ f ðx̂i ðtÞÞþgðx̂i ðt�τðtÞÞÞ

þ ∑
N

j ¼ 1
GijΓx̂j ðtÞþKiðyiðtkÞ�Cix̂i ðtkÞÞ ð2Þ

where tkrtrtkþ1 ðk¼ 0;1;2;…Þ, and limk-1tk ¼1. Noting that
tk ¼ t�ðt�tkÞ≔t�dðtÞ, then the above state estimator can be
rewritten as follows:

_̂xi ðtÞ ¼ Ax̂i ðtÞþ f ðx̂i ðtÞÞþgðx̂i ðt�τðtÞÞÞ

þ ∑
N

j ¼ 1
GijΓx̂j ðtÞþKiðyiðt�dðtÞÞ�Cix̂i ðt�dðtÞÞÞ ð3Þ

As discussed in [25,26], the sampling period might be a stochastic
variable due to unpredictable environmental changes, in this
paper, the sampling period is allowed to randomly switch between
two different values d1 and d2 with 0od1od2, and the probability
of the occurrence of each is known, that is

Probfd¼ d1g ¼ β; Probfd¼ d2g ¼ 1�β ð4Þ

We take the interval ½0; d2� apart into two interval ½0; d1� and
ðd1;d2�, and introduce a new random variable αðtÞ as follows:

αðtÞ ¼
1 ð0rdðtÞrd1Þ
0 ðd1odðtÞrd2Þ

(
ð5Þ

Similar to [25], we can obtain

Prob αðtÞ ¼ 1
� �¼ Prob 0rdðtÞrd1

� �
¼ βþd1

d2
ð1�βÞ≔α ð6Þ

Prob αðtÞ ¼ 0
� �¼ d2�d1

d2
ð1�βÞ≔1�α ð7Þ

then we can rewrite the system (3) equivalently as

_̂xi ðtÞ ¼ Ax̂i ðtÞþ f ðx̂i ðtÞÞþgðx̂i ðt�τðtÞÞÞþ ∑
N

j ¼ 1
GijΓx̂j ðtÞ

þαðtÞKiCiðxiðt�d1ðtÞÞ� x̂i ðt�d1ðtÞÞÞ
þð1�αðtÞÞKiCiðxiðt�d2ðtÞÞ� x̂i ðt�d2ðtÞÞÞ ð8Þ

Remark 1. Eq. (8) is a re-modeling of the probabilistic sampling
system with stochastic parameter αðtÞ and time-varying delays,
then we can make use of the input-delay approach to deal with
the problem of state estimation for complex dynamical networks.

Remark 2. In [24], the sampled-data synchronization control
problem is investigated for a class of general complex networks,
where the sampling period is converted into a bound time-varying
delay, note that the method is assumed to be implemented in a
deterministic way. But in a networked environment, the sampling
period itself might be a stochastic variable due to unpredictable
environmental changes [25,26]. To reflect such a reality, the
sampling period is assumed to be time-varying that switches
between two different values in a random way with given
probability.

With the matrix Kronecker product, the systems (1) and (8) can
be rewritten in the following compact form:

_xðtÞ ¼ ðIN � AþG � ΓÞxðtÞþFðxðtÞÞþGðxðt�τðtÞÞÞ ð9Þ

_̂x ðtÞ ¼ ðIN � AþG � ΓÞx̂ðtÞþFðx̂ðtÞÞþGðx̂ðt�τðtÞÞÞ
þαðtÞKCðxðt�d1ðtÞÞ� x̂ðt�d1ðtÞÞÞ
þð1�αðtÞÞKCðxðt�d2ðtÞÞ� x̂ðt�d2ðtÞÞÞ ð10Þ

where

xðtÞ ¼ ðxT1ðtÞ; xT2ðtÞ;…; xTNðtÞÞT ;
FðxðtÞÞ ¼ ðf T ðx1ðtÞÞ; f T ðx2ðtÞÞ;…; f T ðxNðtÞÞÞT ;
Gðxðt�τðtÞÞÞ ¼ ðgT ðx1ðt�τðtÞÞÞ; gT ðx2ðt�τðtÞÞÞ;…; gT ðxNðt�τðtÞÞÞÞT ;
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