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a b s t r a c t

This paper proposes a new H1 consensus criterion for discrete-time multi-agent systems with
communication-delay and disturbances. By constructing a suitable Lyapunov–Krasovskii (L–K) func-
tional, which fractionizes the delay interval into two subsections, and utilizing reciprocally convex
approach, a new H1 consensus criterion for the concerned systems is established in terms of linear
matrix inequalities (LMIs) which can be easily solved by various effective optimization algorithms. One
numerical example is given to illustrate the effectiveness of the proposed method.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

During the last few years, the stability [1–10], passivity [11–13],
synchronization [14,15], state estimation [16–18] and other pro-
blems are being put to treat in the various dynamic systems. Of
this, one pays close attention to the H1 control problem for the
following reason: H1 control problem has been used to minimize
the effects of the external disturbances. It is the aim of this theory
to design the controller such that the closed-loop system is
internally stable and its H1�norm of the transfer function
between the controlled output and the disturbances will not
exceed a given H1 performance level γ. Naturally, H1 control
problem was issued in the various dynamic systems [19–23].
The goal of this problem is to design an H1 controller to robustly
stabilize the systems while guaranteeing a prescribed level of
disturbance attenuation γ in the H1 sense for the systems with
external disturbances. Within this framework, the controller law
will ensure an H1 performance for the systems in the face of the
disturbances.

On the other hand, the multi-agent systems (MASs) [24] are the
network with the interconnection topology between each agent
and have a prime concern of the agreement of a group of agents
on their states of leader by interaction; namely, the concern is
a leader-following consensus problem. During recent years, MASs
have received considerable attentions due to their extensive
applications in many fields such as distributed sensor networks
[25], vehicle systems [26,27], groups of mobile autonomous agents
[28], multi-agent robotic systems [29], and other applications
[30–32]. Before handling this system, since modern systems use
information between each agent in networks, these days, we need
to pay keen attention to the three following considerations:
(a) During the information exchange between each agent in
networks, there exists external disturbance. Also, in implementa-
tion of many practical systems such as aircraft and electric circuits,
there exist occasionally stochastic perturbations. The perturba-
tions have influence on the random occurrence of the disturbance.
(b) It is well known that the time-delay often causes undesirable
dynamic behaviors such as performance degradation and instabil-
ity of various systems. Therefore, the study on various problems
for systems with time-delay has been widely investigated [1–18].
(c) Most systems use microprocessor or microcontrollers, which
are called digital computer, with the necessary input/output
hardware to implement the systems. A little more to say, the
fundamental character of the digital computer is that it takes
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compute answers at discrete steps [33]. Therefore, discrete-time
modeling for MASs with time-delay plays an important role in
many fields of science and engineering applications. Unfortu-
nately, to the best of authors’ knowledge, this problem of H1
consensus protocol for discrete-time MASs with time-delay and
the disturbances has not been investigated yet. Moreover, in the
case of continuous-time, the H1 consensus problems for directed
networks of agents with external disturbances and model uncer-
tainty on fixed and switching topologies are addressed in [34].

With this motivation mentioned above, in this paper, firstly, the
problem to get a consensus protocol for a class of discrete-time
MASs with interval time-varying delays is considered. Here,
stability or stabilization of system with interval time-varying
delays has been a focused topic of theoretical and practical
importance [35] in very recent years. The system with interval
time-varying delays means that the lower bounds of time-delay
which guarantees the stability of system is not restricted to be
zero. A typical example of dynamic systems with interval time-
varying delays is networked control system. Secondly, a new
model of discrete-time MASs with multiple disturbances is con-
structed and its H1 consensus protocol is proposed for the first
time. At this time, because we do not know the subliminal
influence of disturbance in practice, the occurrence property of
each disturbance is assumed with the property of Bernoulli
sequence. This concept of model is shown in Fig. 1. Here, a
Bernoulli sequence is used to model the presence of the random
nonlinearity which mimics the packet dropping scenario in
networked world. After introducing the Bernoulli sequence to
engineering, very recently, Bernoulli distributed variables have
been widely used in the concept of randomly occurring which has
various types such as randomly occurring nonlinearities, randomly
occurring delays, randomly occurring sensors saturations and so
on [36,37]. To do this, by construction of a suitable augmented L–K
functional, which fractionize the delay interval into two subsec-
tions, and utilization of the reciprocally convex approach [5] with
some added decision variables, a consensus protocol design
method for discrete-time MASs without external disturbances is
derived in Theorem 1. Based on the result of Theorem 1, new H1
consensus conditions are proposed in Theorem 2 with the LMI
framework. The LMIs can be formulated as convex optimization
algorithms which are amenable to computer solution [38]. Finally,
one numerical example is included to show the effectiveness of
the proposed methods.

Notation: The notations used throughout this paper are fairly
standard. Rn is the n-dimensional Euclidean space, and Rm�n

denotes the set of all m� n real matrices. For real symmetric
matrices X and Y, X4Y (resp., XZY) means that the matrix X�Y

is positive (resp., nonnegative) definite. X? denotes a basis for the
null-space of X. In, 0n and 0m�n denote n� n identity matrix, n� n
and m� n zero matrices, respectively. Ef�g stands for the mathe-
matical expectation operator. J � J refers to the Euclidean vector
norm or the induced matrix norm. diagf⋯g denotes the block
diagonal matrix. For square matrix X, symfXg means the sum of X

and its symmetric matrix XT; i.e., symfXg ¼ XþXT . For any vectors
xiARm ði¼ 1;2;…;nÞ, colfx1; x2;…; xngARm�n means the column
vector, i.e., ½xT1 ; xT2 ;…; xTn�T . For any matrix XARm�n, ½κijX�ARNm�Nn

means that the matrix with elements κijX, where κij denotes the
Kronecker symbol with κij ¼ 1 for i¼ j and κij ¼ 0, otherwise; i.e.,
½κijX� ¼ IN � X for i; jAf1;2;…;Ng.

2. Problem statements

The interaction topology of a network of agents is represented
using a directed graph (digraph) G¼ ðV; E;AÞ with the set of nodes
V ¼ f1;2;…;Ng and edges E ¼ fði; jÞ : i; jAVg � V � V. An adjacency
matrix A¼ ½aij�N�N of the digraph G is the matrix with nonnegative
elements satisfying aii ¼ 0 and aijZ0. If there is an edge between i
and j, then the elements of matrix A described as aij403ði; jÞAE.
The digraph G is said to be undirected if ði; jÞAE3 ðj; iÞAE. A set of
neighbors of agent i is denoted byN i ¼ fjAV : ði; jÞAEg. A degree of
node i is denoted by degðiÞ ¼∑jAN i

aij. A degree matrix of digraph G
is diagonal and defined as D¼ diagfdegð1Þ;…; degðNÞg. The Lapla-
cian matrix L of graph G is defined as L¼D�A. More details can
be seen in [39].

Consider the following discrete-time MASs with the dynamics
of agent i [24]:

piðkþ1Þ ¼ piðkÞþuiðkÞ ði¼ 1;2;…;NÞ; ð1Þ

where N is the number of agents, n is the number of states of agent
i, piðtÞARn and uiðtÞARn are the state vector and the target-
concurring protocol vector of agent i, respectively.

According to the work [40], a leader-following algorithm in
agent can be described as

uiðkÞ ¼ �K ∑
jAN i

aijðpiðkÞ�pjðkÞÞ�KbiðpiðkÞ�p0Þ ði¼ 1;2;…;NÞ; ð2Þ

where KARn�n is a protocol gain matrix which will be chosen,
p0ARn is the state vector of leader, aij and bi are the interconnec-
tion weights defining aij ¼ 1 if agent i is connected to agent j,
aij ¼ 0, otherwise, and bi¼1 if agent i is connected to the leader,
bi¼0, otherwise.

With understanding the communication delay, a consensus
algorithm can be

uiðkÞ ¼ �K ∑
jAN i

aijðpiðkÞ�pjðk�hðkÞÞÞ�KbiðpiðkÞ�p0Þ ði¼ 1;2;…;NÞ

ð3Þ

where h(k) is the time-varying function satisfying

hmrhðkÞrhM ;

where hm and hM are positive integers.
Moreover, the randomly occurring multiple distributions are

considered as follows:

wiðkÞ ¼ ½ρ1ðkÞ ρ2ðkÞ�
w1iðkÞ
w2iðkÞ

" #
ði¼ 1;2;…;NÞ; ð4Þ

here it is assumed that the disturbances are randomly occurring.
This means that ρ1ðkÞ and ρ2ðkÞ are the probabilistic processes
representing the disturbance processes; that is, let ρ1ðkÞ and ρ2ðkÞFig. 1. The concept of proposed model.
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