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a b s t r a c t

Packing and layout problems have wide applications in engineering practice. However, they belong to NP
(non-deterministic polynomial)-complete problems. In this paper, we introduce human intelligence into
the computational intelligent algorithms, namely particle swarm optimization (PSO) and immune
algorithms (IA). A novel human–computer cooperative PSO-based immune algorithm (HCPSO-IA) is
proposed, in which the initial population consists of the initial artificial individuals supplied by human
and the initial algorithm individuals are generated by a chaotic strategy. Some new artificial individuals
are introduced to replace the inferior individuals of the population. HCPSO-IA benefits by giving free rein
to the talents of designers and computers, and contributes to solving complex layout design problems.
The experimental results illustrate that the proposed algorithm is feasible and effective.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Packing and layout problems [1,2] deal with how to put objects
into a limited space reasonably under given constraints. These
constraints include the requirements for equilibrium, stability, con-
nectivity and adjacent states. Somemethods [1,3] are presented, such
as mathematical programming and criterion methods, heuristic
algorithms, graph theory, expert systems and natural laws. But it is
still difficult to solve the problems satisfactorily.

Unlike those traditional methods, the swarm intelligent algorithms
illustrated more superior performances in recent years [4–7]. They are
particularly fit for solving medium or large-scale problems [8] but for
the complex packing and layout problems, there exist some defects,
such as premature convergence and slow convergence rate. In this
paper, we first introduce the novel strategies into our hybrid PSO-
based immune algorithm (PSO-IA). In addition, an intelligent machine
or an algorithm is powerful in numerical calculation and repetitive
operations but lack of experience and inspiration, which are just the

strong points of human beings. There are very differences in nature
between computer and human, which also mean that they should
deeply depend on each other when solving practical complex
problems. The idea of man–machine synergy (or called as human–
computer cooperation) was originated by Lenat and Feigenbaum [9].
It is regarded as a promising approach to solve complex engineering
problems [10,11]. According to this idea, taking into account the
intractable nature of the packing and layout problems and their
importance, we further propose a novel human–computer coopera-
tive algorithm based on PSO-IA (HCPSO-IA).

2. Hybrid PSO-based immune algorithm

In this section, we present a hybrid PSO-IA algorithm with
some improvement strategies on parallel GA (PGA) [12], which
mainly include immunity principle, new PSO update operators,
arithmetic-progression rank-based selection with pressure as well
as a multi-subpopulation evolution based on improved adaptive
crossover and mutation. PSO-IA is also the basis of our human–
computer cooperative algorithm.

2.1. Arithmetic-progression rank-based selection with pressure

In genetic algorithms, a rank-based selection model focuses on
the numerical size relations rather than the specific numerical

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/neucom

Neurocomputing

0925-2312/$ - see front matter & 2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.neucom.2013.03.062

n Corresponding author.
nn Corresponding author at: School of Information Science and Technology,

Dalian Maritime University, Dalian 116026, China.
E-mail addresses: fqzhao2002@163.com (F. Zhao), gqlimail@163.com (G. Li),

yangchaoneu@sina.com (C. Yang), ajith.abraham@ieee.org (A. Abraham),
hongboliu.ucsd@gmail.com, lhb@dlut.edu.cn (H. Liu).

Neurocomputing 132 (2014) 68–78

www.sciencedirect.com/science/journal/09252312
www.elsevier.com/locate/neucom
http://dx.doi.org/10.1016/j.neucom.2013.03.062
http://dx.doi.org/10.1016/j.neucom.2013.03.062
http://dx.doi.org/10.1016/j.neucom.2013.03.062
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2013.03.062&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2013.03.062&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2013.03.062&domain=pdf
mailto:fqzhao2002@163.com
mailto:gqlimail@163.com
mailto:yangchaoneu@sina.com
mailto:ajith.abraham@ieee.org
mailto:hongboliu.ucsd@gmail.com
mailto:lhb@dlut.edu.cn
http://dx.doi.org/10.1016/j.neucom.2013.03.062


differences among individual fitness values. A probability assign-
ment table has to be preset. But there is no deterministic rule for
design of the table. Moreover, it is difficult to make the selection
probabilities of individuals adaptively changed along with evolution
process [13,14]. We introduce arithmetic-progression rank-based
selection with pressure based on the mathematical concept of
interpolation method.

There is one independent parameter in this operator, selection
pressure α. It denotes the ratio of the maximal individual selection
probability Pmax to the minimal one Pmin within a generation, i.e.
Pmax ¼ αPmin. It numerically shows the superiority that the better
individuals are reproduced into the next generation during selection
operation and it is changeable along with algorithm evolution. In the
early stage, lesser α can maintain population diversity and prevent the
algorithm from premature convergence, while in the late stage, greater
α can benefit accelerating convergence. Let α¼ f ðKÞ, K denotes the
generation number. Assume that αmax and αmin denote the maximum
and minimum of selection pressure respectively, then

α¼ ðK�1Þðαmax�αminÞ
Kmax�1

þαmin ð1Þ

where Kmax is the maximal generation number set in algorithm. And
our numerical experiments and statistical analysis show that αmax and
αmin may be chosen in the interval [6, 15] and [1.5, 5] respectively [15].

To calculate the selection probability of every individual, we
arrange all the individuals within a population in descending order
based on their fitness values. Let Indi represent the ith individual
within a population as well as Fi and Pi represent its fitness and
selection probability respectively. There exist Indi ði¼ 1;2;…;MÞ
and Fi4Fiþ1 ði¼ 1;2;…;M�1Þ. M is the population size. Suppose
that the selection probability values of all the individuals form
an arithmetic progression. Its first term and last term are
P1 ¼ Pmax ¼ αPmin and PM ¼ Pmin respectively. Obviously, the sum
of all the individual selection probability is 1, i.e. subtotal of
arithmetic progression as follows:

SM ¼ ½ðP1þPMÞ �M�=2
¼ ½ðαPMþPMÞ �M�=2
¼ 1 ð2Þ

We get

PM ¼ 2=½Mð1þαÞ� ð3Þ
Therefore we obtain the common difference of the arithmetic
progression

Δ¼ ðP1�PMÞ=ðM�1Þ
¼ ½PMðα�1Þ�=ðM�1Þ
¼ ½2ðα�1Þ�=½Mð1þαÞðM�1Þ� ð4Þ

And there exists

Pi ¼ P1�ði�1ÞΔ
¼ αPM�ði�1ÞΔ ð5Þ

Substituting Eqs. (3) and (4) into Eq. (5), it is easy to find that

Pi ¼
2α � ðM� iÞþ2ði�1Þ
M � ðαþ1ÞðM�1Þ ; i¼ 1;2;…;M ð6Þ

In the process of selection, we firstly reproduce the best
individual of current generation and have its copy in the next
generation directly based on the elitist model, and then figure out
selection probabilities of all individuals according to Eq. (6) and
finally generate the remaining M�1 individuals of the next
generation by the fitness proportional model. Compared with
traditional rank-based selection, the advantage of proposed selec-
tion operator is that it can conveniently change the selection
probabilities of individuals by changing selection pressure.

2.2. Antibody concentration and immune selection

Immunity-based algorithms that originated in 1990s have
many good characteristics [16]. They can embody immune mem-
ory, extraction and inoculating efficient antibodies as well as
antibody inhibition and promotion mechanism in the biological
immune systems. So the immunity strategy is helpful to prevent
evolutionary algorithms from premature convergence and accel-
erate convergence rate [17,18]. In this section, we introduce
immune principle into parallel genetic algorithms and put forward
some improvements as follows:

� We adopt the simple and easy Euclidean distance to calculate
affinities between antibodies (i.e. individuals) for convenient to
engineering design.

� We present correction formula for calculating individual con-
centration and the immune selection operator based on above
proposed arithmetic-progression rank-based selection with
pressure.

� We propose the individual migration strategy according to the
immune memory mechanism between subpopulations in the
hybrid algorithm. The parallel GA provides a paradigm for our
multi-class (multi-subpopulation) evolution. (For details, see
Section 2.4 .)

2.2.1. Antibody affinity and antibody concentration
Here antibodies are exactly individuals. They have the same

concept and all represent solutions of a given problem. Antibody
affinity ayvw defined as follows indicates similar extent between
antibody v and antibody w.

ayvw ¼ 1=½1þHð2Þ� ð7Þ
The range of ayvw is within ð0;1�. If the value ayvw is higher then

the antibody v is more similar with antibodyw. At present, Hð2Þ in last
formula is mostly calculated by average information entropy formula
based on antibody v and w. In fact, as above stated, antibody affinity
denotes similar extent between antibodies. In other words, Hð2Þ
represents the distance between two antibodies. It can be calculated
by average information entropy and also can be calculated by other
methods, if two conditions are satisfied. One is Hð2ÞZ0, and Hð2Þ ¼ 0
indicates that the genes of two antibodies are exactly the same. The
other is that greater differences between genes of two antibodies can
lead to greater value of Hð2Þ. In order to simplify the calculation and
be easy for real-number coding and engineering realization, we adopt
Euclidean distance to calculate affinities.

Let antibody v!¼ ðv1; v2;…; vnÞ and antibody w!¼ ðw1;w2;…;

wnÞ, then

Hð2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i ¼ 1
ðvi�wiÞ2

s
ð8Þ

If M denotes the population size, concentration cv of antibody v in
its population is usually defined by Eq. (9).

cv ¼
1
M

∑
M

w ¼ 1
ayvw ð9Þ

Obviously there exists cvAð0;1�.
In order to avoid oscillation during the later period of proposed

algorithm and facilitates algorithm convergence, antibody concen-
tration cv has to tend to 1 ultimately along with an increase in the
value of generation number K. Therefore, we present a correction
for Eq. (9) as follows:

Cv ¼
1
M

∑
M

w ¼ 1
ayvw

� �ð1�K=KmaxÞβ
ð10Þ

where β is a system parameter and usually set β¼0.5.
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