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a b s t r a c t

This paper investigates robust synchronization problem for the coupled neural networks with mixed
delays and uncertain parameters. By utilizing the intermittent pinning control idea, a novel controller is
designed to pin the coupled networks to reach the synchronization state. Some sufficient criteria are
derived in matrix inequalities form by resorting to the generalized Halanay inequality, which guarantee
the subnetworks synchronizing exponentially. Two numerical examples are finally exploited to show the
effectiveness of the obtained results.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Neural networks have been extensively studied in various fields
because of their broad applications such as image processing,
solving certain optimization problems, and detecting speed of
moving objects. In reality, many neural networks complete a task
through interaction or communication with each other. Hence,
neural networks with coupling have attracted more and more
attention from researches in different fields and have become a
focus topic with wide applications, in which synchronization of
coupled networks is an important phenomenon. For example, a lot
of neural networks rely on a synchronous behavior for a proper
functioning, such as pattern recognition, information transmission,
and learning [1,2]. Moreover, neural networks with linear coupling
are easy to physically implement and hence have promising
application especially in secure communications based on syn-
chronization [3,4].

Time delays are ubiquitous in many biological systems because
of a variety of axon sizes and lengths and the finite signal
propagation time, and they may cause instability and oscillation,
etc. Hence, time delays will be introduced into the models of
neural networks. Time delays have many types such as discrete

delays, time-varying delays and distributed delays. Especially,
distributed delays have received many research attention. The
main reason is that continuously distributed delays on a certain
duration of time can model the spatial nature of neural networks,
such that the distant past has less influence compared to the
recent behavior of the state [5]. Hence, both discrete delays and
distributed delays should be considered in the models of neural
networks [6–9]. On the other hand, parameter uncertainties are
unavoidable when modeling and implementing real neural net-
works due to measure errors, the parameter fluctuation and
external disturbance, etc. Therefore, parametric uncertainties will
also be introduced into the models of neural networks [10,11].
In this paper, we consider neural networks with mixed delays and
uncertainty parameters.

Some coupled systems can synchronize by themselves, but
others cannot attain synchronization by themselves. In this case,
some controllers need designing and are applied to force the
systems to synchronize. However, it is impossible to add controllers
to all nodes in a large-scale network. To reduce the number of
controlled nodes, some local feedback injections may be applied to
a fraction of network nodes, which is known as pinning control
[4,12–17]. Chen et al. proposed a fundamental work for pinning
control of complex dynamical networks in [13], in which a single
controller is designed for the pinning control of connected net-
works if all the eigenvalues of the controlled coupling matrix are
negative. Yu et al. [17] investigated synchronization via pinning
control on general complex dynamical networks. Moreover, it is
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difficult to manipulate for controlling continuously a system and it
need high cost. An interesting intermittent control was introduced
and studied [18–28], that is, the control time is periodic, and in any
period the time is composed of work time and rest time. It is an
engineering approach that has been widely used in engineering
fields, such as manufacturing, transportation, and communication.
Zochowski [18] introduced intermittent control to control nonlinear
dynamical systems. In [19,20], the stabilization problems of chaotic
systems with or without delays by periodically intermittent control
were discussed. In [25], the authors discussed synchronize coupled
delayed dynamical networks using pinning control and intermittent
control, in which delay is only the discrete constant delay. In [28],
Yuan et al. discussed the synchronization of coupled networks with
mixed delays by employing Lyapunov functional method and
intermittent control.

Motivated by the above discussions, in this paper, by using
pinning control and intermittent control, we study robust syn-
chronization of the coupled neural networks with mixed delays
and uncertain parameters. Some sufficient conditions are derived
to ensure robust exponential synchronization of the presented
coupled neural network. The obtained results extend the existed
ones. Finally, two numerical examples are worked out to illustrate
the effectiveness of the obtained results. The main contributions of
this paper lie in three aspects: (i) mixed delays contain discrete
delay and distributed delay; (ii) our model of coupled neural
network constants uncertain parameters; (iii) by using pinning
control and intermittent control, we give some sufficient condi-
tions to make the coupled neural network synchronizing.

The rest of this paper is organized as follows. In Section 2, the
discussed model is given and some preliminaries are briefly
outlined. In Section 3, some criteria are derived for the robust
exponential synchronization of the proposed coupled neural net-
work by pinning intermittent control. In Section 4, two numerical
examples are provided to show the effectiveness of the obtained
results. Some conclusions are finally drawn in Section 5.

2. Preliminaries

Consider a coupled neural network with mixed delays and
uncertain parameters as follows:

_xiðtÞ ¼ �ðDþΔDðtÞÞxiðtÞþðAþΔAðtÞÞf ðxiðtÞÞþðBþΔBðtÞÞgðxiðt�τÞÞþðEþΔEðtÞÞ

�
Z t

t� τ
hðxiðνÞÞ dνþ JðtÞþc ∑

N

j ¼ 1
GijΓxjðtÞþuiðtÞ; i¼ 1;2;…;N; ð1Þ

where xiðtÞ ¼ ðxi1ðtÞ; xi2ðtÞ;…; xinðtÞÞT ARn represents the state vec-
tor of the ith neural network at time t; D¼ diagfd1; d2;…; dng40;
A¼ ðajkÞn�n, B¼ ðbjkÞn�n and E¼ ðejkÞn�n are the connection synaptic
matrix, the discretely delayed synaptic weight matrix and the
distributively delayed synaptic weight matrix, respectively; ΔDðtÞ,
ΔAðtÞ, ΔBðtÞ and ΔEðtÞ represent the time varying parameter
uncertainties; f ð�Þ; gð�Þ; hð�Þ : Rn � Rn are activation functions,
and f ðxiðtÞÞ ¼ ðf 1ðxi1ðtÞÞ; f 2ðxi2ðtÞÞ;…; f nðxinðtÞÞÞT , gðxiðt�τÞÞ ¼ ðg1ðxi1
ðt�τÞÞ; g2ðxi2ðt�τÞÞ;…; gnðxinðt�τÞÞÞT , hðxiðνÞÞ ¼ ðh1ðxi1ðνÞÞ;h2ðxi2ðνÞÞ;
…;hnðxinðνÞÞÞT ; JðtÞ ¼ ðJ1ðtÞ; J2ðtÞ;…; JnðtÞÞT is the input vector of each
neural network. The dynamics of the isolated neural network can
be written as follows:

_sðtÞ ¼ �ðDþΔDðtÞÞsðtÞþðAþΔAðtÞÞf ðsðtÞÞþðBþΔBðtÞÞgðsðt�τÞÞ

þðEþΔEðtÞÞ
Z t

t� τ
hðsðνÞÞ dνþ JðtÞ: ð2Þ

The constant c40 denotes the coupling strength; Γ is the inner
coupling matrix between neural networks; G¼ ðGijÞN�N denotes
the outer coupling matrix, the elements of G are defined as
follows: Gij40 ðia jÞ if there is a connection from neural network

j to neural network i; otherwise, Gij ¼ 0, Gii ¼ �∑N
j ¼ 1;ja iGij;

i¼ 1;2;…;N.
In this paper, we want to control the system (1) such that the

states xiðtÞ ði¼ 1;2;…;NÞ can synchronize to the state s(t), which
satisfies Eq. (2) and may be an equilibrium point, a periodic
solution or a chaotic attractor.

In order to realize the synchronization, we use the intermittent
pinning control strategy. Without loss of generality, the first l
neural networks are controlled, the controllers uiðtÞ; 1r irN, can
be described by

uiðtÞ ¼
�kiðxiðtÞ�sðtÞÞ; 1r ir l; tA ½mT ;mTþδ�;
0; lþ1r irN; tA ½mT ;mTþδ�;
0; lr irN; tA ðmTþδ; ðmþ1ÞTÞ;

8><>: ð3Þ

where ki40 is the control gain, T40 is the control period,
0oδoT denotes the control width. Let eiðtÞ ¼ xiðtÞ�sðtÞ, then
the following error dynamical system is obtained:

_eiðtÞ ¼ �ðDþΔDðtÞÞeiðtÞþðAþΔAðtÞÞ½f ðxiðtÞÞ� f ðsðtÞÞ�þðBþΔBðtÞÞ
�½gðxiðt�τÞÞ�gðsðt�τÞÞ�þðEþΔEðtÞÞ R tt� τ½hðxiðνÞÞ�hðsðνÞÞ� dν

þc ∑
N

j ¼ 1
GijΓejðtÞ�kieiðtÞ; 1r ir l; tA ½mT ;mTþδ�;

_eiðtÞ ¼ �ðDþΔDðtÞÞeiðtÞþðAþΔAðtÞÞ½f ðxiðtÞÞ� f ðsðtÞÞ�þðBþΔBðtÞÞ
�½gðxiðt�τÞÞ�gðsðt�τÞÞ�þðEþΔEðtÞÞ R tt� τ½hðxiðνÞÞ�hðsðνÞÞ� dν

þc ∑
N

j ¼ 1
GijΓejðtÞ; lþ1r irN; tA ½mT ;mTþδ�;

_eiðtÞ ¼ �ðDþΔDðtÞÞeiðtÞþðAþΔAðtÞÞ½f ðxiðtÞÞ� f ðsðtÞÞ�þðBþΔBðtÞÞ
�½gðxiðt�τÞÞ�gðsðt�τÞÞ�þðEþΔEðtÞÞ R tt� τ½hðxiðνÞÞ�hðsðνÞÞ� dν

þc ∑
N

j ¼ 1
GijΓejðtÞ; 1r irN; tAðmTþδ; ðmþ1ÞTÞ:

8>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>:
ð4Þ

Our objective is to design suitable T, δ and ki such that the system
(4) is exponential stable, i.e., the states xi(t) can synchronize to s(t).

In addition, the following assumptions, definition and lemmas
are needed.

Assumption (H1). For activation functions f ð�Þ; gð�Þ; hð�Þ are
Lipschitz continuous, that is, there exist constants lf 40; lg40;
lh40 such that

J f ðxÞ� f ðyÞJr lf Jx�yJ ; JgðxÞ�gðyÞJr lg Jx�yJ ; JhðxÞ�hðyÞJr lh Jx�yJ

hold for any x; yARn.

Assumption (H2). The parametric uncertainties ΔDðtÞ, ΔAðtÞ, ΔBðtÞ
and ΔEðtÞ are of the forms

½ΔDðtÞ ΔAðtÞ;ΔBðtÞ;ΔEðtÞ� ¼MFðtÞ½HD;HA;HB;HE�;
where M;HD;HA;HB;HE are known real constant matrices with
appropriate dimensions and the uncertain matrix F(t) is unknown
real time vary matrix satisfying FT ðtÞFðtÞr I.

Definition 1. The neural network (1) is said to be robustly globally
exponentially synchronized if there exist constants ε40, T and
M40, such that

JeðtÞJrMe� εt ; t4T

holds for all uncertain parameters satisfying assumption (H2) and
any initial conditions, where eðtÞ ¼ ðeT1ðtÞ; eT2ðtÞ;…; eTNðtÞÞT .

Lemma 1 (Xu et al. [29]). For any vectors x; yARn, and positive-
definite matrix QARn�n, the following inequality holds:

2xTyrxTQxþyTQ �1y:

Lemma 2 (Halanay [31], Jensen's inequality). For any positive
definite symmetrical matrix MARm�m, positive constant r40 and
vector function uð�Þ : ½0; r�-Rm such that the integrations concerned
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