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a b s t r a c t

In this paper, an efficient feature extraction method, named local structure preserving discriminant
analysis (LSPDA), is presented. LSPDA constructs the local scatter and the between-class scatter to
characterize the sub- and multi-manifold information respectively. More specifically, the local structure
is constructed according to a certain kind of similarity between data points which takes special
consideration of both the local information and the class information based on a parameter-free
neighborhood decision rule, and the between-class structure is constructed according to the importance
degrees of the not-same-class points measured by a strictly monotonically decreasing function. After the
local scatter and the between-class scatter have been characterized, the novel feature extraction
criterion is derived via maximizing the difference between the between-class scatter and the local
scatter. Experimental results on the Wine dataset, AR, FERET, CMU PIE, ORL and LFW face databases
show the effectiveness of the proposed method.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Feature extraction from the original data, which is often dictated by
practical feasibility, is an important research topic in computer vision
and pattern recognition. Over the past few decades, a number of useful
feature extractionmethods have been developed. Principal component
analysis (PCA) [1] and linear discriminant analysis (LDA) [2] are the
two most well-known methods for linear feature extraction.

PCA is an unsupervised learning algorithm, which projects the
original data into a low-dimensional subspace spanned by the
eigenvectors associated with the largest eigenvalues of the data's
covariance matrix. Unlike PCA, LDA is a supervised method, which
aims to find an optimal projection bymaximizing the ratio of the trace
of the between-class scatter to the trace of the within-class scatter.
Due to encoding the class label information of the data, LDA has a
more discriminative ability than PCA. Despite the success of LDA in
many applications, its effectiveness is still limited because the number
of the available projection directions is lower than the class number.
Furthermore, LDA cannot be applied directly to small sample size (SSS)
problems [3] because the within-class scatter matrix is singular. In the
past, many LDA extensions [4–14] have been developed to deal with

this problem, such as Pseudo-inverse LDA (PLDA) [4], regular LDA
(RLDA) [5], penalized discriminant analysis (PDA) [6], LDA/GSVD [7],
LDA/QR [8], orthogonal LDA (OLDA) [9], null space LDA (NLDA) [10],
direct LDA (DLDA) [11], CLDA [12], two-stage LDA [13], maximum
margin criterion (MMC) [14]. In [15], considering the performance of
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conventional LDAwhich is based on the L2-norm can degrade with the
presence of outliers, Oh et al. proposed an LDA based on the Lp-norm
optimization technique (LDA-Lp), which is robust to outliers.

Recent studies [16–18] have shown that large volumes of high-
dimensional data possibly reside on a nonlinear sub-manifold. The
two classical methods PCA and LDA can see only the global linear
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Fig. 2. 2D visualization results on Wine data set by PCA, LPP, LDP, UDP, CMVM, MFA, MMDA and LSPDA, where ‘o’, ‘n’ and ‘þ ’ denote three different classes, correspondingly.
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