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a b s t r a c t

This paper is concerned with the problem of delay-dependent stability criteria for recurrent neural
networks with time-varying delays. A new class of Lyapunov functional is introduced by decomposing
the delays in all integral terms. By exploiting all possible information in various delay intervals and using
reciprocally convex approach, some less conservative stability criteria are obtained in terms of linear
matrix inequalities (LMIs). Finally, two numerical examples are given to illustrate the effectiveness of the
derived results.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

In the past few decades, stability analysis for recurrent neural
networks has been extensively investigated for their successful
applications in various fields, such as pattern recognition, image
processing, and associative memories. Time delays are unavoid-
ably encountered in neural networks, and often lead to instability
and oscillation. Thus, considerable attention has been focused on
recurrent delayed neural networks. Many interesting stability
conditions, including delay-independent results [1–3], and delay-
dependent results [4–42], have been proposed for the stability of
delayed neural networks. Generally speaking, delay-dependent
stability criteria, which include information concerning the time
delays are usually less conservative than delay-independent ones,
especially the time delays are small. For the delay-dependent case,
some criteria have been derived by using Lyapunov–Krasovskii
functional (LKF). Construction of an appropriate LKF is crucial
for obtaining less conservative stability conditions. In recent
years, some new improved methods have been developed for
reducing conservativeness, such as free-weighting matrix method
[5–8], augmented LKF method [9], complete delay decomposing
approach [18], delay-slope-dependent method [19] and so on.
Obviously, it is hard to obtain less conservative results by employ-
ing the identical Lyapunov–Krasovskii functional. Thus, some new

Lyapunov–Krasovskii functionals based on decomposing the time
delay interval were introduced to investigate the stability of
delayed neural networks, which significantly reduced the conser-
vativeness of the obtained stability criteria [12–18]. Recently,
a novel method was proposed in [12] for delayedHopfield neural
networks, which divides the delay interval ½0;h� into subintervals
with the same size. This method considering much information
about the delay interval ½0;h� can reduce the conservativeness.
Very recently, a novel Lyapunov–Krasovskii functional decom-
posing the delay in all integral terms is introduced in [18]. By
considering independent upper bounds of the delay derivative in
various delay interval, some new delay dependent stability criteria
are obtained in terms of linear matrix inequalities. The derived
results proved to be less conservative than most of the previous
results, and the conservatism can be notably reduced by thinning
the delay partitioning. However, these methods suffer two com-
mon shortcomings. First, the relationship between time-varying
delay and each subinterval is completely neglected when the delay
is time-varying. For example, for any integer mZ1, let h¼ d=m,
then the delay interval ½0; d� has been divided into m segments, ie.,
½0; d� ¼ [m

i ¼ 1 ½ði�1Þh; ih�. It is well known that the time-varying
delay τðtÞ can appear in each subinterval. When dealing with
the _V ðzðtÞÞ, [13–15] only consider the information 0rτðtÞrd,
but the information ðk�1ÞhrτðtÞrkh, k¼ 1;2;…;m is ignored,
which may lead to some conservatism. Second, the information of
neuron activation functions are not adequately considered, which
may lead to some conservatism. Thus, there is room for further
investigation.
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In this paper, similar to some existing results, for any integer
mZ1, let h¼ d=m, then the delay interval ½0;d� has been divided
into m segments, ie., ½0; d� ¼ [m

i ¼ 1 ½ði�1Þh; ih�. But different from
[13–15], when handling _V ðztÞ, not only the relationship between
time-varying delay τðtÞ and the delay interval ½0; d� is considered,
but also the relationship between time-varying delay τðtÞ and each
subinterval ½ðk�1Þh; kh�; k¼ 1;2;…;m is considered, which may
lead to less conservative results. By taking more information of
states and activation functions as augmented vectors, an augmen-
ted Lyapunov–Krasovskii functional is introduced. Then, inspired
by the results of [44], a less conservative result is obtained to
guarantee asymptotically stable neural networks with time- vary-
ing delays. Finally, two numerical examples are given to indicate
significant improvements over some existing results.

2. Problem formulation

Consider the following recurrent neural networks with time-
varying delays:

_xðtÞ ¼ �CxðtÞþAgðxðtÞÞþBgðxðt�τðtÞÞÞþμ ð1Þ
where xðtÞ ¼ ½x1ðtÞ; x2ðtÞ;…; xnðtÞ�T ARn is the neuron state vector,
gðxð�ÞÞ ¼ ½g1ðx1ð�ÞÞ; g2ðx2ð�ÞÞ;…; gnðxnð�ÞÞ�T ARn denotes the neuron
activation function, μ¼ ðμ1;μ2;…;μnÞT ARn is a constant input
vector. AARn�n is the connection weight matrix and BARn�n is
the delayed connection weight matrix. C ¼ diagðC1;C2;…;CnÞ
is a diagonal matrix with Ci40; i¼ 1;2;…;n. τðtÞ is time-varying
continuous function that satisfies 0rτðtÞrd, _τðtÞru, where d
and u are constants. In addition, it is assumed that each neuron
activation function gið�Þ; i¼ 1;2;…;n, satisfies the following condi-
tion:

k�
i r giðxÞ�giðyÞ

x�y
rkþ

i ; 8x; yAR; xay; i¼ 1;2;…;n ð2Þ

where k�
i ; kþ

i ; i¼ 1;2;…;n are constants.
Assuming that xn ¼ ½xn1; xn2;…; xnn�T is the equilibrium point of

system (1) whose uniqueness has been proven in [21]. Using
the transformation zð�Þ ¼ xð�Þ�xn, system (1) is converted to the
following system:

_zðtÞ ¼ �CzðtÞþAf ðzðtÞÞþBf ðzðt�τðtÞÞÞ ð3Þ
where zðtÞ ¼ ½z1ðtÞ; z2ðtÞ;…; znðtÞ�T , f ðzð�ÞÞ ¼ ½f 1ðz1ð�ÞÞ; f 2ðz2ð�ÞÞ;…;

f nðznð�ÞÞ�T and f iðzið�ÞÞ ¼ giðzið�Þþxni Þ�giðxni Þ; i¼ 1;2;…;n. From the
inequality (2), we obtain

k�
i r f iðziðtÞÞ

ziðtÞ
rkþ

i f ið0Þ ¼ 0; i¼ 1;2;…;n ð4Þ

Thus, under this assumption, the following inequality holds for
any diagonal matrix R40:

zT ðtÞKRKzðtÞ� f T ðzðtÞÞRf ðzðtÞÞZ0 ð5Þ
where K ¼ diagðk1; k2;…; knÞ, ki ¼maxðjk�

i j; jkþ
i jÞ

Lemma 1 (See Boyd et al. [43]). For any constant matrix
ZARn�n; Z ¼ ZT 40, scalars h24h140, then

�ðh2�h1Þ
Z t�h1

t�h2
xT ðsÞZxðsÞ dsr�

Z t�h1

t�h2
xT ðsÞ ds Z

Z t�h1

t�h2
xðsÞ ds

ð6Þ

3. Main results

In this section, a new Lyapunov functional is proposed and
a less conservative delay-dependent stability criterion is obtained.

Theorem 1. Given scalars dZ0;u, diagonal matrices K1 ¼ diag
ðk�

1 ; k�
2 ;…; k�

n Þ, K2 ¼ diagðkþ
1 ; kþ

2 ;…; kþ
n Þ, for positive integer

mZ1, h¼ d=m, the system (3) is globally asymptotically stable if
there exist symmetric positive matrices X ¼ ½Xij�m�m, Q ¼ ½Qij�2�2,
Y ðkÞ ¼ ½Y ðkÞ

ij �2�2, Rkðk¼ 1;2;…;mÞ, R̂kðk¼ 1;2;…;mÞ, positive diagonal
matrices T1; T2;R;Δ¼ diagðδ1; δ2;…; δnÞ;Λ¼ diagðλ1; λ2;…; λnÞ, and
any matrices Nk1;Nk2;Mk1;Mk2; Skðk¼ 1;2;…;mÞ with appropriate
dimensions, such that for k¼ 1;2;…;m

ΩðkÞ ¼ ΩðkÞ
11 AT R̂

n � R̂

" #
o0 ð7Þ

ΞðkÞ
1 ¼

Y ðkÞ
11 Y ðkÞ

12 Nk1

n Y ðkÞ
22 Nk2

n n R̂k

2
664

3
77540 ð8Þ

ΞðkÞ
2 ¼

Y ðkÞ
11 Y ðkÞ

12 Mk1

n Y ðkÞ
22 Mk2

n n R̂k

2
664

3
77540 ð9Þ

Ψ ðkÞ ¼
Rk Sk
n Rk

" #
40 ð10Þ

where

ΩðkÞ
11 ¼ΣþΦ11þΦ

ðkÞ
11þ ~Φ

ðkÞ
11

Σ ¼

Σ11 X12 ⋯ X1m 0 0 Σ1ðmþ3Þ Σ1ðmþ4Þ
n X22�X11 ⋯ X2m�X1ðm�1Þ �X1m 0 0 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋮
n n ⋯ Xmm�Xðm�1Þðm�1Þ �Xðm�1Þm 0 0 0
n n ⋯ n �Xmm 0 0 0
n n ⋯ n n Σðmþ2Þðmþ2Þ 0 Σðmþ2Þðmþ4Þ
n n ⋯ n n n Σðmþ3Þðmþ3Þ ðΛ�ΔÞB
n n ⋯ n n n n Σðmþ4Þðmþ4Þ

2
666666666666664

3
777777777777775

Φ11 ¼

φ1þφ̂1 R1þ R̂1 ⋯ 0 0 0 0 0
n φ2þφ̂2 ⋯ 0 0 0 0 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋮
n n ⋯ φmþφ̂m Rmþ R̂m 0 0 0
n n ⋯ n φmþ1þφ̂mþ1 0 0 0
n n ⋯ n n 0 0 0
n n ⋯ n n n 0 0
n n ⋯ n n n n 0

2
666666666666664

3
777777777777775

Φ
ðkÞ
11 ¼ ðψ ðkÞ

ij Þðmþ4Þ�ðmþ4Þ þðψ ðkÞ
ij ÞTðmþ4Þ�ðmþ4Þ þðψ̂ ðkÞ

ij Þðmþ4Þ�ðmþ4Þ þðψ̂ ðkÞ
ij ÞTðmþ4Þ�ðmþ4Þ

~Φ
ðkÞ
11 ¼ ð ~ψ ðkÞ

ij Þðmþ4Þ�ðmþ4Þ þð ~ψ ðkÞ
ij ÞTðmþ4Þ�ðmþ4Þ

with

A¼ ½�C 0 ⋯ 0 0 0 A B�

R̂ ¼ ∑
m

i ¼ 1
h2Riþ ∑

m

i ¼ 1
hR̂i

Σ11 ¼ �PC�CP�ðK2Δ�K1ΛÞC�CðK2Δ�K1ΛÞþKRKþQ11

�K2Q
T
12�Q12K2þK2Q22K2�2K2T1K1þhY ðkÞ

11

Σ1k ¼Nk1; Σ1ðkþ1Þ ¼ �Mk1; Σ1ðmþ2Þ ¼ �Nk1þMk1þhY ðkÞ
12 ;

Σkðmþ2Þ ¼NT
k2; Σ ðkþ1Þðmþ2Þ ¼ �MT

k2

Σ1ðmþ3Þ ¼ PA�CðΛ�ΔÞþðK2Δ�K1ΛÞAþQ12�K2Q22þK2T1þK1T1

Σ1ðmþ4Þ ¼ PBþðK2Δ�K1ΛÞB
Σðmþ2Þðmþ2Þ ¼ �ð1�uÞKRK�ð1�uÞQ11þð1�uÞQ12K2

þð1�uÞK2Q
T
12�ð1�uÞK2Q22K2�2K2T2K1

�Nk2�NT
k2þMk2þMT

k2þhY ðkÞ
22

Σðmþ2Þðmþ4Þ ¼ �ð1�uÞQ12þð1�uÞK2Q22þðK1þK2ÞT2

Σðmþ3Þðmþ3Þ ¼ ðΛ�ΔÞAþAT ðΛ�ΔÞ�RþQ22�2T1

Σðmþ4Þðmþ4Þ ¼ ð1�uÞR�ð1�uÞQ22�2T2
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