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In this paper, the delay-dependent stability criterion for time-varying delay neural networks in the

delta domain is investigated. The unified neural networks, which can be used in both continues-time

space and discrete-time space, takes advantage with a high sampling frequency. In the framework of

the newly proposed neural networks, the delay-dependent stability criteria is derived in terms of linear

matrix inequality by constructing the Lyapunov-Krasovskii function in the delta domain. A numerical

simulation is given to show the effectiveness and superiority of the proposed approach.

Crown Copyright & 2013 Published by Elsevier B.V. All rights reserved.

1. Introduction

Neural networks has attracted great attentions in pattern
recognition, image processing, associative memories, fixed-point
computations and many other fields. In its implementation, time
delays which is often caused by the limitation of the amplifier
switching speed and signal propagation speed, often leads to the
instability and oscillation of the neural networks. Thus, the factor
of time delays in neural networks cannot be neglected and many
works have been done on it [1–10]. To the best of our knowledge,
the works on neural networks with time-delays can be classified
into two categories: the delay-independent stability of neural
networks [1–3] and the delay-dependent stability of neural net-
works [4–6]. The delay-independent stability criterion does not
need the specific information of the time-delays and can be
applied in neural networks with unknown time delays. However,
it does not take use of the upper and lower bound of the time
delays which are often available in practical situations, leading
to conservation as a result. Therefore, many researchers have
focused on the delay-dependent stability of neural networks with
time varying delays, no matter in the continues-time domain
[1–6] or the discrete-time domain [7–10]. It is noteworthy that
the common ground of [7–10] is to use the shift operator for
discretization. But shift operator performs poor with a small
sampling interval and high frequency sampling system is uni-
versal in industry. So in this paper, we propose the time-varying
delay neural networks in the delta domain which takes advan-
tages in the fast sampling system and unifies both the continues
time domain and the discrete time domain.

Delta operator systems (DOSs) is firstly proposed by Middleton
and Goodwin [11] and has aroused great attentions since then,
mainly because control systems and communication receivers
require processing of the fast-sampled signals in industries exten-
sively now. Different from the shift operator, the delta operator is a
limiting case of the differential operator. Therefore, it performs
better with high-speed sampling while the shift operator can lead to
numerical instability under the same condition. More importantly,
the delta operator unifies some previous related results of the
continuous and discrete systems into the frame work of the DOSs,
which is also the reason that the DOSs is usually called unified
systems. Due to the superiority mentioned above, we introduce the
delta operator into the modeling of neural networks with time
varying delays and develop Lyapunuv functions in the delta domain
to derive its stability criterion.

The rest of the paper is organized as follows. In Section 2, a
brief introduction of the delta operator is given. In Section 3, the
time-varying delay neural networks in the delta domain is
introduced and the stability criterion is derived in terms of linear
matrix inequality(LMI). The numerical simulation is given in
Section 4. Section 5 gives the conclusion of this paper.

Notation: In this paper, the superscript T denotes the matrix
transportation; the matrix inequality X4Y means that X�Y is
positive definite. I denotes the identity matrix with proper
dimensions and diag(A) represents diagonal matrix A. Finally, n

denotes the symmetric item in block matrices.

2. Delta operator

In this section, we introduce some basic concepts about delta
operator and show the advantage of it. Firstly, consider the
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definition of the delta operator

dxðtkÞ ¼
dxðtÞ=dt T ¼ 0

fxðtkþTÞ�xðtkÞg=T Ta0

(
ð1Þ

where tk ¼ kT and T is the sampling interval. It is evident that the
delta operator is the traditional shift operator as T¼1. When T

approaches 0, the delta operator is equivalent to the differential
operator which is numerical stable. On the contrary, the shift
operator leads to numerical instability as T-0 by causing poles
clustering at 1 as the sample rate increases. Hence, the delta
operator not only unifies the continues domain and the discrete
domain but also improves the numerical stability as T-0.
Following the definitions of delta operator mentioned above, we
obtain the relations which are important basis to derive time-
varying delay neural networks in the delta domain:

z¼ esT , d¼
z�1

T
¼

esT�1

T
ð2Þ

where z, s and d are in the z domain, s domain and d domain,
respectively. In order to study the stability of DOSs, we introduce
the Lyapunov function in the delta domain.

Definition 1. Let VðxðtkÞÞ be the Lyapunov function in the delta
domain. The DOSs is stable if the following conditions are
satisfied.

1. VðxðtkÞÞZ0 with the equality if and only if xðtkÞ ¼ 0
2. dVðxðtkÞÞ ¼ ½VðxðtkþTÞÞ�VðxðtkÞÞ�=To0

Remark 1. When T¼1, there exists

dVðxðtkÞÞ9T ¼ 1 ¼ ½Vðxðkþ1ÞÞ�VðxðkÞÞ�=1¼DVðxðkÞÞo0

When T approaches 0, the following holds:

lim
T-0

dVðxðtkÞÞ ¼ lim
T-0

VðxðtkþTÞÞ�VðxðtkÞÞ

T
¼

dVðxðtÞÞ

dt
o0

Therefore, it is easy to see that the Lyapunov function in the delta
domain can be transformed into the traditional Lyapunov func-
tions in the continues or discrete domain when T approaches
0 or set 1.

Lemma 1 (Li et al. [12]). The basic operational role of delta

operator: for any xðtkÞ and yðtkÞ

dðxðtkÞyðtkÞÞ ¼ dðxðtkÞÞyðtkÞþdðyðtkÞÞxðtkÞþTdðxðtkÞÞdðyðtkÞÞ

Lemma 2 (Yang et al. [13]). There exist a constant positive semi-

definite matrix W and two positive integers r and r0 satisfying

rZr0Z1 such that the following inequality holds:

Xr

i ¼ r0

xðiÞ

 !T

W
Xr

i ¼ r0

xðiÞ

 !
r ðr�r0þ1Þ

Xr

i ¼ r0

xT ðiÞWxðiÞ

3. Primaries

In this section, we present the time-varying delay neural
networks in the delta domain and develop criterion based on it.
Firstly, let us introduce the continues time neural networks with
interval time-varying delays as follows:

u0ðtÞ ¼�AsuðtÞþW0sgðuðtÞÞþW1sgðuðt�tðtÞÞÞþ Js ð3Þ

where uðtÞ ¼ ½u1ðtÞ u2ðtÞ � � � unðtÞ�
T denotes the neural state vector.

As ¼ diagða1s,a2s � � � ansÞ is the diagonal matrix. W0s and W1s are
constant matrices. gðuðtÞÞ ¼ ½g1ðu1ðtÞÞ g2ðu2ðtÞÞ � � � gnðunðtÞÞ�

T

represents the neural activation function and Js is the constant
external input vector. tðtÞ is the time-varying function. In this

paper, the following assumption is made for the neural activation
function.

Assumption 1. For i¼ 1,2 . . .n and kAR, the following sector
conditions are satisfied with the neural activation function con-
tinues and bounded.

0r
giðxÞ�giðyÞ

x�y
rk 8x,yAR ð4Þ

According to the Brouwer’s fixed point theorem [14], there
exists at least one equilibrium point unðtÞ ¼ ½un

1ðtÞ un

2ðtÞ � � � un
nðtÞ�

T

in system (3) to make the following establish.

Asu
nðtÞ ¼W0sgðu

nðtÞÞþW1sgðu
nðt�tðtÞÞÞþ Js ð5Þ

Subtract (5) from (3), the following is derived by denoting
xðtÞ ¼ uðtÞ�unðtÞ:

x0ðtÞ ¼ �AsxðtÞþW0sf ðxðtÞÞþW1sf ðxðt�tðtÞÞÞ ð6Þ

where f ðxðtÞÞ ¼ ½f 1ðx1ðtÞÞ f 2ðx2ðtÞÞ � � � f nðxnðtÞÞ�
T and f iðxiðtÞÞ ¼

giðxiðtÞþun

i ðtÞÞ�giðu
n

i ðtÞÞ. The stability of (3) with the equilibrium
unðtÞ can be verified via proving the stability of (6). According to
Assumption 1, we can obtain

0r
f iðxiðtÞÞ

xiðtÞ
rk 8xiðtÞa0, i¼ 1,2 . . .n ð7Þ

Note that (7) can be rewritten as

f iðxiðtÞÞðf iðxiðtÞÞ�kxiðtÞÞr0 8xiðtÞa0, i¼ 1,2 . . .n

which implies the following:

f iðxiðtkÞÞðf iðxiðtkÞÞ�kxiðtkÞÞr0 8xiðtkÞa0, i¼ 1,2 . . .n ð8Þ

From (2), the corresponding neural networks with interval time-
varying delays in the delta domain is

dxðtkÞ ¼ AxðtkÞþW0f ðxðtkÞÞþW1f ðxðtk�tðtkÞÞÞ ð9Þ

where A¼ ðe�AsT�IÞ=T , W0 ¼
R T

0 e�AsðT�sÞW0s ds=T and W1 ¼R T
0 e�AsðT�sÞW1s ds=T . Let tðtkÞ ¼ dtðtÞe where dtðtÞe denote the

nearest integer around tðtÞ. tðtkÞ satisfies the inequalities
0rtmrtðtkÞrtM , with tm ¼ nmT and tM ¼ nMT. nm and nM are
both known and finite integers. The following theorem is derived
via the Lyapunov method by exploiting the newly proposed
neural networks in the delta domain.

Theorem 1. The time-varying delay neural networks in the delta

domain described by (9) is stable if there exist positive symmetric

matrices P, P1, W1, W0, R, Q and positive diagonal matrices T1, S1

such that the following LMI holds:

S1 ¼

S1ð1,1Þ P1A P1W0 P1W1 0 0

n S1ð2,2Þ PW0þS1 PW1 0 R=tM

n n �2h�1S1 0 0 0

n n n �2h�1T1 T1 0

n n n n �Q 0

n n n n n �S�R=tM

2
6666666664

3
7777777775
o0

ð10Þ

where h is a positive constant value. S1ð1,1Þ ¼ TPþtMR�2P1

S1ð2,2Þ ¼ AT PþPAþQþSþðtM�tmþTÞQ�R=tM .

Proof. The following functions are chosen to construct the
Lyapunov function in the delta domain.

V1ðtkÞ ¼ xT ðtkÞPxðtkÞ V2 ¼ T
Xn

i ¼ 1

xT ðtk�iTÞQxðtk�iTÞ

V3ðtkÞ ¼ T
XnM

i ¼ 1

xT ðtk�iTÞSxðtk�iTÞ
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