Neurocomputing 111 (2013) 27-33

journal homepage: www.elsevier.com/locate/neucom

Contents lists available at SciVerse ScienceDirect

Neurocomputing

Anti-periodic solutions for shunting inhibitory cellular neural networks
with time-varying delays in leakage terms

Lequn Peng?, Wentao Wang >*

@ College of Mathematics and Computer Science, Hunan University of Arts and Science, Changde, Hunan 415000, PR China
b College of Mathematics, Physics and Information Engineering, Jiaxing University, Jiaxing, Zhejiang 314001, PR China

ARTICLE INFO ABSTRACT

Article history:

Received 23 July 2012

Received in revised form

24 September 2012

Accepted 29 November 2012
Communicated by N. Ozcan
Available online 23 January 2013

results.

Keywords:

Shunting inhibitory cellular neural
networks

Anti-periodic solution

Exponential stability
Time-varying delay

Leakage term

This paper is concerned with the existence and exponential stability of anti-periodic solutions for
shunting inhibitory cellular neural networks (SICNNs) with time-varying delays in the leakage terms.
Some sufficient conditions are established to ensure that all solutions of the networks converge
exponentially to the anti-periodic solution, which are new and complement of previously known

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Since Bouzerdoum and Pinter in [1-3] described SICNNs as a
new cellular neural networks (CNNs), SICNNs have been exten-
sively applied in psychophysics, speech, perception, robotics,
adaptive pattern recognition, vision, and image processing. More-
over, it is well known that SICNNs can be analog voltage
transmission, which is often an anti-periodic process. Hence,
there have been extensive results on the problem of the anti-
periodic solutions of SICNNs with time-varying delays and
continuously distributed delays in the literature. We refer the
reader to [4-9] and the references cited therein. Recently, con-
siderable effort has been devoted to derive the sufficient condi-
tions on the stability and periodicity of neural networks with
constant delays in the leakage (or “forgetting”) term (see, e.g.,
[10-14] and the references therein). In contrast, however, very
few results are available on a generic, in-depth, existence and
exponential stability of anti-periodic solutions for SICNNs with
time-varying delays in the leakage terms. Thus, it is worthwhile
to continue to investigate the existence and stability of anti-
periodic solutions of SICNNs (1.1) in this case. In this present
paper, we shall consider the following SICNNs with time-varying
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delays in the leakage terms given by

Xj(t) = —ag(Ox(t—350)— > CHOfXi(t—Tp(€))x;i(0)

Cia € Nr(ij)

— 3 Bl / K (W@ (i (t—1)) du x;(6)+ L (1),
Ct € Nq(ij) 0
i=12,....mj=12,....n, (1.1)

where C; denotes the cell at the (ij) position of the lattice. The
r-neighborhood N.(i,j) is given as

)

N (i,j) = {Cy : max(|k—i

I-jh<rl<k<ml<l<n},

Ny(i,j) is similarly specified. x;; is the activity of the cell G, Ly(t) is
the external input to Gy, a;i(t) >0 represents the passive decay
rate of the cell activity, Ci{(t) > 0 and Bf/(t) > 0 are the connections
or coupling strengths of postsynaptic activity of the cells in N;(i,j)
and Ng(i,j) transmitted to cell C; depending upon variable delays
and continuously distributed delays, respectively, and the activity
functions f(-) and g(-) are continuous functions representing
the output or firing rate of the cell Cy, J;(t) >0 and tj(t) >0
correspond to the transmission delays.

The main purpose of this paper is to give the new criteria for
the convergence behavior for all solutions of SICNNs (1.1). By
applying some new mathematical analysis techniques, we estab-
lish some sufficient conditions ensuring that all solutions of
SICNNs (1.1) converge exponentially to the zero point, which
are new and complement of previously known results. Moreover,
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an example is also provided to illustrate the effectiveness of our
results.

Let u(t) : R—R be continuous in t. u(t) is said to be T-anti-
periodic on R if,

u(t+T)=—u(t) forall teR.

Throughout this paper, for ije 4 ={11,12,..., in,..., ml, m2,..., mnj,
it will be assumed that Kj : [0,+00)—R is a continuous function,
|Kj(t)|e** is integrable on [0,+oc0) for some positive constant
K, t—6;(t)=0forall t > O, a;,7;Cy;, B;j and é; continuous periodic
functions with period T,

f-w=fw), g-uy=gw), Lijt+T)=-Lit) forall t,ueR,
(1.2)
and
Bk’ =sup B (t), CTj’ =sup Cf/(t), a; =sup a(t),
teR teR
0 =sup dy(t), Li =sup |Ly()]. (1.3)
teR teR

Set
X0} = X1 (®), - .. X1a(®), .. X (), - Xin(D), - X1 (B, - Xmn(£)) € R

We also assume that the following conditions (T;) and (T5) hold.
(T1) There exist constants My, Mg, p and u, such that

[fw—-fw)| < faw| <My,
lgw)| <M forallu, veR.

lgw)—gw)| < ug

(T2) There exist constants 1; >0 such that

> [cﬁj.l(r)+c’<’au(t)ay(t)]1wf

;= sup [au(t) au(t)éu(t)a 1+
teR C € Ni(ij)

+ Z [B:.J?’(t)+B’<’a,](t)6,](t)]/ K,-j(u)duMg}, ijed

Cii € Nq(inj)
(1.4)
and
—layO-azO3Oa 1+ S (CHO+Wayno;enMy
Cia € Nr(ij)
(a; o5 + DL
+ > Ic (t)+C’daU(t)0u(t)]ufU7
Cit € Nr(ij) y
+ Y Bw®+Bj a,,(t)é,,(t))( / |Kij(w)| du Mg
Cia € Nq(i.j) 0
00 (afof + DL
+ Kiw)| du p,——~ "3
./0 \Kyj(w)| du pg g
<0 forallt>0,jeA. (1.5)

The initial conditions associated with system (1.1) are of the
form
xij() = @;i(s), se(—o0, 0], ije 4, (1.6)

where ¢;(-) denotes real-valued bounded continuous function
defined on (—o0,0].

2. Preliminary results

The following lemmas will be used to prove our main results in
Section 3.

Lemma 2.1. Let (Ty) and (T,) hold. Suppose that x(t) = {x;(t)} is a
solution of system (1.1) with initial conditions

(a; of + DL

Xij(s) = @;i(s), Se (=00, 0],  sup |@u(t)| <
te(—o0, 0] nﬁ
2.1
Then
(@} o5 + DL

i

x;i(0)| < forallt>0, ije A. 22)

Proof. Assume, by way of contradiction, that (2.2) does not hold.
Then, there exist jje 4, y > (aJr(SJr + 1L /n; and p >0 such that

|xi(p)|=y and |x;(t)| <y forall te(—oo,p). 2.3)
According to (1.1), we get
X;j(t) = —a,-j(t)xij(t)+a,-j(t)[X,-j(t)—x,-j(t—é,-j(t))]

= > GlOfRut—Tu®))x;(t)

Cia € Nr(ij)

- > Bj® / Kij(uga(t—u)) du X(t)+L(t)

Cua € Nq(iij)
t
:—ag(t)xfj(t)+ai]—(t)/ ) Xij/(S) ds
t=05(t)
- Y GOfRuE—T)x;(D)

Ciy € Ne(ij)
S B / KWt —)) du x;(t)+ Ly (t),
Ci € Nq(ij) 0
jed (2.4)

, together with
(T1), (T2), (2.3

0 <D (|x4(p))

) and (2.4) , we can obtain
—a;i(p)|x;(p)| +

-2

Ca € Ni(iij)

o
a,-j(p)/‘ x;i'(s) ds
p=5ii(p)

Ci (D) x(p—Ti(P))X;i(p)

~ Y Bl / KyWgu(p—w) du x(p)+Ly(p)

Cia € Nq(i,j)

p
< —a5(p)|x(p)+a5(p) / |~ a($)xy(s—33(s)
p—=3ii(p)

3 e Culs—T))xy(s)

Ci € Nr(ij)

- > Bl(s) / Kij(wgXa(s—w)) du x;i(s)+Ly(s)| ds
Ci & Nq(iif) 0

+ > Gl oMlxip|+ > B
Cia € Ni (i) Cya € Nq(ij)

x /0 |Kij()| du Mg|x;i(p)| +[Lii(p)|

< —la;(p)—ai(p)oy(p)a; 1x;(p)|

+ 3 )+ CHlag(p)ss(oIMy | xg(p)|
Cit € Ni(iij)

+ S BYp)+Blay(p)si(p / K| du Mg |x;(p)|
Cia € Nq(ij)
+(a; o7 + DL

S o)+ Clay(p)3iipnMy
Ci € Nr(i,)

{ [a;i(p)— au(p)éu(p)a 1+
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