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a b s t r a c t

This paper introduces an effective approach to studying the passivity of neutral-type neural networks with
discrete and continuous distributed time-varying delays. By employing a novel Lyapunov–Krasovskii
functional based on delay partitioning, several improved delay-dependent passivity conditions are
established to guarantee the passivity of uncertain neural networks by applying the Jensen integral
inequality. These criteria are expressed in the framework of linear matrix inequalities, which can be
verified easily by means of standard Matlab software. One special case of the obtained criteria turns out to
be equivalent to some existing result with same reduced conservatism but including fewer slack variables.
As the present passivity conditions involve fewer free-weighting matrices, the computational burden is
largely reduced. Three examples are provided to demonstrate the advantage of the theoretical results.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Neural networks have been extensively studied over the past
few decades and have found many applications in a variety of
areas, such as signal processing, pattern recognition, static image
processing, associative memory, and combinatorial optimization.
Although considerable effort has been devoted to analyzing the
stability of neural networks without a time delay, in recent years,
the stability of delayed neural networks has also received atten-
tion [5,8,18–26,28] since time delay is frequently encountered in
neural networks, and it is often a source of instability and
oscillation in a system. Generally speaking, the stability criteria
for delayed neural networks can be classified into two categories,
namely, delay-independent [18,19,21–25] and delay-dependent
[8,20,26,28]. Since delay-independent criteria tend to be conser-
vative, especially when the delay is small, much attention has been
paid to the delay-dependent type.

The passivity theory has long been a nice tool for analyzing the
stability of systems, which has been applied in diverse areas such

as stability, complexity, signal processing, chaos control and
synchronization, and fuzzy control [12]. Recently, the problem of
passivity analysis for delayed neural networks has been addressed
in [6,10], where sufficient conditions for passivity were estab-
lished. Considering that the passivity criteria in both [6] and [10]
are delay-independent, several delay-dependent passivity condi-
tions for delayed neural networks were proposed in [11,14,17,27],
which are based on linear matrix inequalities (LMIs) techniques
and Jensen integral inequality or free-weighting matrix method.
For neural networks with discrete and bounded distributed time-
varying delays, delay-dependent passivity results were obtained in
[2] in terms of LMIs techniques and free-weighting matrix method.
However, all these criteria are based on the assumption that the
activation functions are monotonic non-decreasing. Furthermore,
the conditions of [6,10,11,14] are established with the assumption
that the derivatives of time-vary delays are less than 1. On the
other hand, neural networks usually have a spatial extent due to
the presence of a multitude of parallel pathways with a variety of
axon sizes and lengths. Therefore there will be a distribution of
conduction velocities along these pathways and a distribution of
propagation be modeled with discrete delays and a more appro-
priate way is to incorporate continuously distributed delays.
Hence, it is our intention in this paper to tackle such an important
yet challenging problem.

Motivated by aforementioned discussion, in this paper we will
relax the constraint on the monotonicity of the activation function
and the assumption that the derivatives of time-vary delays are
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less than 1, and study the passivity of neutral-type neural networks
with discrete and continuous distributed time-varying delays.
Based on delay partitioning, a new Lyapunov–Krasovskii functional
is constructed to obtain several improved delay-dependent passivity
conditions which guarantee the passivity of uncertain neural net-
works by applying the Jensen integral inequality. These criteria are
expressed in the framework of linear matrix inequalities, which can
be verified easily by means of standard Matlab software. By Finsler's
Lemma, one special case of the obtained criteria turns out to be
equivalent to some existing result with same reduced conservatism
but including fewer slack variables [7]. As the present passivity
conditions involve fewer free-weighting matrices, the computational
burden is largely reduced. Finally three examples are provided to
verify the effectiveness of the proposed criteria.

Notation: Throughout this paper, letWT ,W−1 denote the transpose
and the inverse of a square matrix W , respectively. Let W40 ðo0Þ
denote a positive (negative) definite symmetric matrix, In; 0n denote
the identity matrix and the zero matrix of n-dimension respectively,
0m�n denotes the m�n zero matrix, the symbol “n” denotes a block
that is readily inferred by symmetry. Matrices, if not explicitly stated,
are assumed to have compatible dimensions.

2. Problem description

Considering the following uncertain neutral-type neural
networks with discrete and distributed time-varying delays:

_xðtÞ ¼ −AðtÞxðtÞ þW0ðtÞgðxðtÞÞ þW1ðtÞgðxðt−τðtÞÞÞ

þW2ðtÞ
Z t

t−sðtÞ
gðxðsÞÞ dsþW3ðtÞ _xðt−ϖÞ þ uðtÞ;

yðtÞ ¼ gðxðtÞÞ;
xðtÞ ¼ ϕðtÞ; t∈½−maxfτ ; s;ϖg;0� ð1Þ
where xðtÞ ¼ ðx1ðtÞ; x2ðtÞ;…; xnðtÞÞT∈Rn is a neural state vector, u(t)
is an external input vector, and gðxðtÞÞ ¼ ðg1ðxðtÞÞ, g2ðx2ðtÞÞ;
…; gnðxnðtÞÞÞT∈Rn denotes the neural activation function, contin-
uous function ϕðtÞ ¼ ðϕ1ðtÞ;ϕ2ðtÞ;…;ϕnðtÞÞT∈Rn is the initial condi-
tion. 0≤τ ≤τðtÞ≤τ , 0≤sðtÞ≤s;ϖ≥0 are time-varying delays, where
τ , τ , s, ϖ are constant scalars. AðtÞ ¼ Aþ ΔAðtÞ, W ιðtÞ ¼
W ι þ ΔW ιðtÞ ðι¼ 0;1;2;3Þ. A¼ diagfa1; a2;…; ang is a positive diag-
onal matrix, W ι ¼ ðwι

ijÞn�n is known constant matrix, ΔW ιðtÞ is the
parametric uncertainty. It is assumed that gjðxjðtÞÞ ðj¼ 1;…;nÞ is
bounded and satisfies the following conditions:

Assumption 1 (Liu et al. [9]). There exist constants k−j ; k
þ
j , such

that k−j okþj and

k−j ≤
gjðs1Þ−gjðs2Þ

s1−s2
≤kþj ; gjð0Þ ¼ 0; ð2Þ

for any s1; s2∈R, s1≠s2.

For notational simplicity, we denote

K1 ¼ diagfk−1kþ1 ; k−2kþ2 ;…; k−n k
þ
n g;

K2 ¼ diagfk−1 þ kþ1 ; k
−
2 þ kþ2 ;…; k−n þ kþn g;

K3 ¼ diagfk−1 ; k−2 ;…; k−n g:

Remark 1. As pointed out by Liu et al. [9], the constants k−j , k
þ
j in

(2) are allowed to be positive, negative, or zero. Hence, the
resulting activation functions may be non-monotonic, and more
general than the usual sigmoid functions in [2,6,14,17,27].

Suppose that the time-varying uncertain matrices ΔAðtÞ,
ΔW ιðtÞ ðι¼ 0;1;2;3Þ are linear fractional norm-bounded, which
are in the form of

½ΔAðtÞ ΔW ιðtÞ� ¼HΔðtÞ½G Gι�; ð3Þ

where H;G;Gι ðι¼ 0;1;2;3Þ are known real constant matrices with
appropriate dimensions. The uncertainty ΔðtÞ is defined as

ΔðtÞ ¼ ðIn−FðtÞJÞ−1FðtÞ; ð4Þ
where J is also a known real constant matrix satisfying JT Jo In and
F(t) is an unknown time-varying matrix satisfying

FT ðtÞFðtÞ≤ In: ð5Þ

Remark 2. The aforementioned structured linear fractional form
includes the norm-bounded uncertainty as a special case when
J¼0. Note also that condition JT Jo In and (5) guarantee that I−FðtÞJ
is invertible.

We now introduce the following definition of passivity.

Definition 1 (Li and Liao [6]). The system in (1) is said to be
passive if there exists a scalar γ40 such that for all tf≥0

2
Z tf

0
yT ðsÞuðsÞ ds≥−γ

Z tf

0
uT ðsÞuðsÞ ds;

under the zero initial condition.

In order to obtain the results, we need the following lemmas.

Lemma 1 (See Gu [4]). For any positive symmetric constant matrix
M∈Rn�n, scalars r1or2 and vector function ω : ½r1; r2�-Rn such
that the integrations concerned are well defined, thenZ r2

r1
ωðsÞ ds

� �T

M
Z r2

r1
ωðsÞ ds

� �
≤ðr2−r1Þ

Z r2

r1
ωT ðsÞMωðsÞ ds:

Lemma 2 (See Li et al. [8]). Suppose that ΔðtÞ is given by (4). Given
matrices Q ¼QT ;H and G with compatible dimensions, the matrix
inequality

Q þ SΔðtÞNT þ NΔT ðtÞST o0

holds for any F(t) satisfying FT ðtÞFðtÞ≤ In if and only if for any positive
scalar ε, the following matrix inequality holds:

Q S εN

n −εIn εJT

n n −εIn

2
64

3
75o0:

Lemma 3 (See de Oliveir [13]). Let y∈Rn; L∈Rn�n and B∈Rm�n such
that rankðBÞon and L¼ LT . Then the following statements are
equivalent:

(i) yTLyo0 holds for any y≠0; By¼ 0;
(ii) ðB⊥ÞTLB⊥o0;
(iii) There exists a matrix X∈Rn�m such that Lþ XBþ BTXT o0;

where B⊥ is a matrix whose columns form the bases of the right null
space of B.

3. Main results

In the sequel, we will establish several passivity results by
employing the so-called delay-partitioning approach introduced in
Zhang et al. [26]. In order to estimate the upper bound of the delay
for passivity, we partition delay interval ½τ ; τ � into several compo-
nents, that is, 0≤τ ¼ τ0oτ1o⋯oτr ¼ τ , where r is a positive
integer.

Before introducing the main results for system (1) with τ40,
following notations are defined for simplicity:

Ω11 ¼ −ð1−ηÞQ1−2TþK1;

Ω1;rþ7 ¼ −ð1−ηÞQ2 þ TþK2;
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