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a b s t r a c t

The data missing is a common and important problem in the area of genetic regulatory networks (GRNs).
A class of discrete-time GRNs with missing values, parameter uncertainties, time delays and molecular
noise is considered in this paper. A set-membership filtering method is proposed to estimate the states of
the underlying GRNs. Meanwhile, the corresponding problem of set-membership filtering is formulated
as finding the set of estimations that belongs to an ellipsoid. The desired filter gains are characterized as
the solution of a set of linear matrix inequalities. Finally, a numerical example is provided to illustrate the
effectiveness of the proposed method, which shows that by using the proposed set-membership filtering
algorithm, the concentrations of mRNA and protein could be estimated accurately.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Genetic regulatory networks (GRNs) comprise the interactions
of mRNAs and proteins in a biological cell. These mRNAs and
proteins are the products of gene expression (a process including
the transcription, RNA splicing, translation of a protein). In the
GRNs, the levels of gene expression are regulated such that the
function and structure of proteins (and or genes) are controlled
and hence special functions of the cell are realized. Generally, gene
expression levels can be measured on a genomic scale by DNA
microarray technology. However, DNA microarray data often
contain missing values, because of various reasons, such as dust or
scratch on the slide, inappropriate thresholds in preprocessing,
insufficient resolution of the microarray, experimental errors
during the laboratory processes or image corruption, etc. [1].
These missing values severely affect the construction of GRNs, the
performance of GRNs model and statistical analysis [2]. In addi-
tion, due to the slow transcription, the random births and deaths
of individual molecules, and the environment fluctuations, the
GRNs are of high complexity with time delays and molecular

noise. Thus, the measured gene expression levels might be far
different from the actual ones which leads that not all information
about the gene expression levels are available in the network
measurement. Hence, the consideration of filtering technique is
very significant for subsequent analysis [3–7].

There are quite a few papers in the literature which are devoted
to the study of the filtering problem of GRNs during the past
decades. For instance, in [8], the adaptive filtering approach has
been developed to estimate unknown delayed GRNs based on an
adaptive synchronization setting. In [9], the intrinsic fluctuation
was described as a state-dependent stochastic process, and the
extrinsic noise was modeled as an arbitrary signal with bounded
energy, then a class of Markov jump linear filter was designed to
estimate the true concentrations of mRNA and protein. In [10], the
authors investigated the robust filtering problem for a class of
linear GRNs with parameter uncertainties, which was assumed to
reside in a polytypic region. Furthermore, other typical filtering
approaches, such as Kalman filtering [11] and H1 filtering [12–20]
are also applied to the study of GRNs. However, the Kalman fil-
tering approach requires the exact statistical knowledge of exter-
nal noise, but the actual external noise may not be fully known.
The H1 filtering approach does not take into account the esti-
mation error bound. To overcome these drawbacks, the reference
[2] concerned with the set-values filtering (or called set-
membership filtering) for a class of discrete time-delay GRNs
with time-varying parameters and nonstochastic noise (bounded
external noise). Although these methods have been successfully
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implemented in the GRNs, all of them are mainly designed for
GRNs without considering the missing values.

To deal with the missing values, there are mainly three kinds of
methods up to date, i.e., repeating the experiment, ignoring
objects containing missing value, and estimating the missing
values. The first approach is expensive and time consuming. Using
the second approach, too much useful information are lost and
may bias the results if the remaining cases do not represent the
entire sample appropriately. The third approach utilizes different
algorithms to estimate the missing values, it is more suitable than
the former two approaches [21,1,22]. In particular, in [21], a
weighted K-nearest neighbor method is proposed to estimate the
missing values. Based on the Bayesian principal component ana-
lysis (BPCA), the author introduces a new missing value as the
simultaneous of probabilistic model and latent variables in [1]. To
overcome the shortcoming of BPCA that is incapable of handling
local structure of data, a local approach bicluster-based BPCA is
developed to capture the local structure via biclustering in [23]. In
this paper, we will introduce the set-membership filtering to deal
with the missing values as the first attempt. The stability issue for
GRNs has been intensively exploited [3,24,25], therefore it is not
necessary to discuss the stability problem for GRNs in this paper.

In this paper, we consider a class of discrete-time GRNs model,
including time-varying parameters, time delays, bounded external
noise and missing values. We propose a set-membership filtering
algorithm to compute the filter gains for the presented discrete-
time GRNs with missing values. With the set-membership filtering
[26,27], the actual estimation is a set in the state space, which
contains the true state of the GRNs by assuming a hardbound on
external noise. Hence, different from the Kalman filtering and H1
filtering, the set-membership filtering problem aims to find the
small characterization of the feasible set of the state, rather than
providing the most possible states under some optimality criteria
[28]. The solution of the filter is obtained by solving a recursive
linear matrix inequality (LMI). By using the set-membership fil-
tering method, we provide a deterministic upper bound for the
estimation error and minimize the quadratic estimation error at
each time step. A numerical example is given to illustrate the
effectiveness of our theoretical results.

The remainder of this paper is organized as follows. In Section
2, we consider a class of discrete-time GRNs, and propose the set-
membership filtering framework. The set-membership filtering
issue is investigated, and two critical lemmas are used to derive
our main theoretical results in Section 3. In Section 4, a numerical
example is given to illustrate the effectiveness of our theoretical
results. Some concluding remarks are provided in Section 5.

2. Problem formulation

A class of discrete-time genetic regulatory networks (GRNs) can
be described as [2,29,30]:

Mkþ1 ¼ AkMkþBkf ðNk�σÞþZ

Nkþ1 ¼ CkNkþDkMk�σ

(
ð1Þ

where MkARn and NkARn are respectively the concentrations of
mRNA and protein. Ak and Ck represent the degradation rates of
mRNA and protein, respectively. Dk is the translation rate. σ
denotes the translation and feedback regulation delay. Bk is the
coupling coefficient of the genetic network. Z is the bounded
constant and denotes the dimensionless transcriptional rate. In
addition, f ð�ÞAR is a monotonic function of the Hill form, which
represents the feedback regulation of the protein on the tran-
scription. Here, f iðxÞ ¼ ðx=βiÞHi=ð1þðx=βiÞHi Þ, where Hi is the Hill

coefficient and βi is a positive constant. Clearly, it satisfies [29–31]:

j f iðuÞ� f iðvÞjr li ju�vj ð2Þ

8u; vAR; i¼ 1;2;⋯;n ð3Þ
Denote Mn and Nn to be the equilibrium point of system (1). Let
M k9Mk�Mn and N k9Nk�Nn. Then, the intended equilibrium
point Mn and Nn will shift to the origin. Thus, system (1) can be
rewritten as

M kþ1 ¼ AkM kþBkgðN k�σÞ
N kþ1 ¼ CkN kþDkM k�σ

(
ð4Þ

where gðNkÞ9 f ðNkþNnÞ� f ðNnÞ. See [2] for more details about the
model (4).

In practice, the actual GRNs might be influenced by the
dynamic reaction of the networks, time delays, and molecular
noise. Based on the above analysis, a more general discrete-time
GRNs is considered in this paper:

xkþ1 ¼ ~Akxkþ ~Dkxk�σþ ~Bkgðxk�σ ÞþWkvk
yk ¼ EkxkþFkvk

(
ð5Þ

where xk9 M
T
kN

T
k

h iT
, ykARm is the sampled output, vk is the

external noise, and Wk, Ek and Fk are constant matrices. Further-
more,

~Ak9
Ak 0
0 Ck

" #
; ~Dk9

0 0
Dk 0

" #
;

~Bk9
0 Bk

0 0

� �
;

and Ak;Bk;Ck;Dk are time varying parameters indicating the
influence of the dynamic biological response.

In this paper, we assume that the external noise vk is unknown
but bounded by

vTkS
T
kvkr1 ð6Þ

where Sk ¼ STk 40 is a known matrix with compatible dimension.
Considering the missing values, we can rewrite the sampled

output yk as

yk ¼ δkykþð1�δkÞyk�1 ð7Þ
where δk is the indicator function defined by

δk9
1; if yk is available;
0; if yk is missing:

(
ð8Þ

Remark 1. It is the first attempt to consider the missing values
problem in set-membership filtering. The missing values are
described as a binary switching sequence which is viewed as a
Bernoulli distributed white sequence taking on the values of 1 and
0. Although such the representation for missing values is simple, it
is useful for many practical systems, such as the GRNs.

Our aim in this paper is to estimate the state of the system (5)
with sampling data (7). For this, the following filter is considered:

x̂kþ1 ¼ Ĝkx̂kþ L̂kyk ð9Þ
where Ĝk and L̂k are the filter parameters to be determined.

The initial state x0 and the initial estimate state x̂0 belong to a
given ellipsoid

ðx0� x̂0ÞTP�1
0 ðx0� x̂0Þr1 ð10Þ

where P0 ¼ PT
040 is a known matrix.

However, the current state xkþ1 does not in an optimal state
estimation ellipsoid. Hence, we apply the convex optimization
approach to determine an optimal ellipsoid. Pkþ1 can be obtained
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