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a b s t r a c t

This paper investigates the problem of passivity of neutral-type neural networks with mixed and leakage
delays. By establishing a suitable augmented Lyapunov functional and combining a new integral
inequality with the reciprocally convex combination technique, we obtain some sufficient passivity
conditions, which are formulated in terms of linear matrix inequalities (LMIs). Here, some useful infor-
mation on the neuron activation function ignored in the existing literature is taken into account. Finally,
some numerical examples are given to demonstrate the effectiveness of the proposed method.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

In the past several years, neural networks have been an impor-
tant issue due to their applications in many areas such as signal
processing, pattern recognition, associative memories, fixed-point
computations, classification, parallel computation, control theory
and optimization see [1–4]. In many engineering problems, the
theory of dissipative systems which postulates the energy dis-
sipated inside a dynamic system is less than the energy supplied
from external source often links the stability problems. Passivity as
special case of dissipativity plays an important role in the analysis.
The main idea of the passivity theory is that the passive properties
of a system can keep the system internally stable. The passivity
theory intimately related to the circuit analysis and has received a
lot of attention from the control community since 1970s. Passivity
theory has a close relationship with the circuit analysis method and
acts as an important role in the analysis of the stability of dynamical

systems, complexity, chaos control, signal processing and fuzzy
control [5–9]. Many nonlinear systems need to be passive in order
to attenuate noises effectively, and the robustness measure (such as
robust stability or robust performance) of a system often reduces to
a subsystem or a modified system that is passive. Passivity analysis
is a major tool for studying stability of uncertain or nonlinear sys-
tems especially for high-order systems, and thus the passi-
vity analysis approach has been used in control problems for a long
time to deal with robust stability problems for uncertain systems.
Recently, increasing attention has been paid to the passivity of
neural networks with time-varying delays see [10–18].

On the other hand, in certain physical systems, mathematical
models have been described by some functional differential
equations of neutral type. Functional differential equation of
neutral type depends on the delays of state and state derivative.
Practically, neutral type phenomenon always appear in the studies
of automatic control, chemical reactors, distributed networks,
dynamic process including steam and water pipes, population
ecology, heat exchanges, microwave oscillators, systems of turbo-
jet engine, lossless transmission lines, and vibrating masses atta-
ched to an elastic bar. Recently, Rakkiyappan et al. [19] studied the
new global exponential stability results for neutral type neural
networks with distributed time delays. Park et al. [21] discussed
the synchronization of cellular neural networks of neutral type via
dynamic feedback controller. Samidurai et al. [26] studied the
global exponential stability of neutral-type impulsive neural
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networks with discrete and distributed delays and reference
therein see [19–26]. Hence, passivity analysis for neutral type
neural networks have been considered in the recent years. How-
ever, so far, very little attention has been paid to stability analysis
of neural networks with time delay in leakage (or forgetting) term.
In fact, the leakage term has also great impact on the dynamical
behavior of neural networks. For instance, it is shown in [32] that
time delay in the stabilizing negative feedback term could desta-
bilize a system. Gopalsamy [33] investigated the bidirectional
associative memory (BAM) neural networks with constant delay in
the leakage term. Recently, Li and Cao [34] discussed the delay-
dependent stability of neural networks of neutral type with time
delays in the leakage term. Balasubramaniam et al. [35] investi-
gated the passivity analysis for neural networks of neutral-type
with Markovian jumping parameters and time delay in the leakage
term and the reference therein see [32–37]. Very recently, a new
integral inequality based on Wirtinger's inequality was proposed
in [31], which is less conservative than other integral inequalities
derived by Jensen's inequality in [39]. This motivates our research.

In this paper, new delay-dependent robust passivity analysis
for neutral-type neural network with discrete and distributed and
leakage delays. By constructing an augmented Lyapunov func-
tional and using a new integral inequality and integral term in the
derivative of Lyapunov functional, passivity conditions are derived
in terms of linear matrix inequality (LMI). Finally, some numerical
examples are given to demonstrate the effectiveness of the pro-
posed result.

Notations: Throughout this paper, the superscript T denotes the
transpose, Rn denotes the n-dimensional Euclidean space; P40ðP
Z0Þ means that the matrix P symmetric and positive definite
(semi-positive definite); diagf⋯g denotes a block-diagonal matrix;
JxJ is the Euclidean norm of z; I and 0 represent the identity
matrix and a zero matrix, respectively.

2. Problem formulation and preliminaries

In this paper, the following neural networks of neutral-type
with mixed and leakage delays are considered:

_xðtÞ ¼ �Axðt�σÞþWgðxðtÞÞþW1gðxðt�τðtÞÞ

þW2

Z t

t� τðtÞ
gðxðsÞÞ dsþW3 _xðt�hðtÞÞþuðtÞ; yðtÞ ¼ gðxðtÞÞ;

xðtÞ ¼ϕðtÞ; �drtr0; ð1Þ

where xðtÞ ¼ ½x1ðtÞ; x2ðtÞ;…; xnðtÞ�T ARn is the neuron state vector;
u(t) and y(t) are the input and output vector, respectively; gð�Þ ¼
½g1ð�Þ; g2ð�Þ;…; gnð�Þ�T denotes the neuron activation functions;
A¼ diagða1; a2;…; anÞ40, W ;W1;W2; and W3 are known inter-
connection weight matrices, and the delays, τðtÞ, hðtÞ, are the time-
varying delays with 0rτðtÞrτ ; _τðtÞrμ and 0rhðtÞrh. The
leakage delay σZ0 is a constant. ϕðtÞ is the initial condition and
tA ½�d;0�, where d¼max½σ; τ ;h�.

(H1) The function gið�Þ in (1) is continuous and satisfies

F �
i rgiðα1Þ�giðα2Þ

α1�α2
rF þ

i ð2Þ

where gið0Þ ¼ 0;α1;α2AR;α1aα2, and F �
i and F þ

i are known real
scalars.

Remark 2.1. Assumption (H1) of this paper is the same as in [29],
where the constants are allowed to be positive, negative or zero,
that is to say, the activation function under Assumption (H1) may

be non-monotonic, non-differentiable, and unbounded. Hence,
Assumption (H1) is weaker than the assumption in [10,11,13].

Definition 2.2 (Li and Liao [9]). The neural network (1) is said to
be passive if there exists a scalar γZ0 such that for all tf Z0

2
Z tf

0
yðsÞTuðsÞ dsZ�γ

Z tf

0
uðsÞTuðsÞ ds: ð3Þ

under the zero initial condition.

Lemma 2.3 (Fu et al. [39]). For any symmetric positive definite
matrix M40, a scalar γ40 and a vector function ω : ½0; γ�-Rn such
that the integrations concerned are well defined, the following
inequality holds:Z γ

0
ωðsÞ ds

� �T

M
Z γ

0
ωðsÞ ds

� �
rγ

Z γ

0
ωT ðsÞMωðsÞ

� �
: ð4Þ

Lemma 2.4 (Park et al. [30]). Given positive integers m and n, a
scalar βAð0;1Þ, a given R40, and two matrices W1;W2ARn�m,
define, for all vector ξARm, the function Θðβ;RÞ described by:

Θðβ;RÞ ¼ 1
β
ξTWT

1RW1ξþ
1

1�β
ξTWT

2RW2ξ: ð5Þ

Then, if there exists a matrix XARn�n such that ½ R
XT

X
R�40 the fol-

lowing inequality holds:

min
βA ð0;1Þ

Θðβ;RÞZ
W1ξ
W2ξ

" #T
R X

XT R

� � W1ξ
W2ξ

" #
: ð6Þ

Lemma 2.5 (Seuret and Gouaisbaut [31]). For any positive matrix Z
and for differentiable signal x in ½α;β�-Rn, the following inequality
holds:Z β

α
_xT ðuÞZ _xðuÞ duZ 1

β�α
Ω̂

T
ẐΩ̂ ð7Þ

where Ẑ ¼ diagfZ;3Zg and

Ω̂ ¼
xðβÞ�xðαÞ

xðβÞþxðαÞ� 2
β�α

R β
α xðuÞ du

2
4

3
5:

Lemma 2.6 (Petersen and Hollot [27]). Let H; E; and F(t) be real
matrices of appropriate dimensions with F(t) satisfying FT ðtÞFðtÞr I.
Then, for any scalar ε40,

HFðtÞEþðHFðtÞEÞT rε�1HHT þεETE:

3. Main results

Firstly, for simplicity of vector and matrix representation, the
following are denoted:

η1ðtÞ ¼ xT ðtÞ gT ðxðtÞÞ� �T
;

η2ðtÞ ¼
�
xT ðtÞ xT ðt�τðtÞÞ xT ðt�τÞ xT ðt�hðtÞÞ xT ðt�hÞ xT ðt�σÞ

Z t

t�σ
xT ðsÞ ds

�T
;

η3ðtÞ ¼ gT ðxðtÞÞ gT ðxðt�τðtÞÞ
Z t

t�τðtÞ
gT ðxðsÞÞ

�
Z t�τðtÞ

t� τ
gT ðxðsÞÞ uT ðtÞ

�T
;

η4ðtÞ ¼
"

1
τðtÞ

Z t

t�τðtÞ
xT ðsÞ ds 1

τ�τðtÞ
Z t� τðtÞ

t� τ
xT ðsÞ ds 1

hðtÞ
Z t

t�hðtÞ
xT ðsÞ ds 1

h�hðtÞ

Z t�hðtÞ

t�h
xT ðsÞ ds

#T

;

ξðtÞ ¼ ηT2ðtÞ ηT3ðtÞ ηT4ðtÞ _xT ðtÞ _xT ðt�hðtÞÞ
h iT

;
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