Neurocomputing 97 (2012) 141-148

journal homepage: www.elsevier.com/locate/neucom

Contents lists available at SciVerse ScienceDirect

Neurocomputing

New sufficient conditions for global stability of neutral-type neural networks

with time delays™

Zeynep Orman*

Department of Computer Engineering, Faculty of Engineering, Istanbul University, 34320 Avcilar, Istanbul, Turkey

ARTICLE INFO ABSTRACT

Article history:

Received 27 February 2012
Received in revised form
24 April 2012

Accepted 2 May 2012
Communicated by N. Ozcan
Available online 3 July 2012

Keywords:

Delay-independent stability
Global asymptotic stability
Neutral-type neural networks
Time delay systems
Lyapunov functionals

This paper studies the equilibrium and stability properties of the class of neutral-type neural network
model with discrete time delays. By employing a Lyapunov functional and examining the time
derivative of the Lyapunov functional, we obtain some delay independent sufficient conditions for
the existence, uniqueness and global asymptotic stability of the equilibrium point for this class of
neutral-type systems. The obtained conditions can be easily verified as they can be expressed in terms
of the network parameters only. We also compare our results with the previous corresponding results
derived in the literature by giving some numerical examples.
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1. Introduction

In recent years, various classes of neural networks such as
Hopfield neural networks, Cohen-Grossberg neural networks, cellular
neural networks, bidirectional associative memory neural networks
have been widely used in solving some signal processing, optimiza-
tion, image processing problems. When designing a neural network
for such applications, it is crucial to know the equilibrium and
stability of properties of the designed neural network that depends
on the network parameters on the neural system. On the other hand,
in the hardware implementation of dynamical neural networks, due
to the finite switching speed of amplifiers and the transmission
delays during the communication between neurons, some time
delays inevitably occur in the network, which affects the dynamical
behavior of the neural systems. Therefore, equilibrium and stability
properties of various classes of neural networks at the presence of
time delays have received a great deal of attention in the recent
literature [1-34]. In the classical neural network models such as
Hopfield neural networks, Cohen-Grossberg neural networks, cellular
neural networks, bidirectional associative memory neural networks,
the time delays are in the states of the neural system. However, since
the time derivatives of the states are the functions of time, in order to
completely determine the stability properties of equilibrium point,
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some delay parameters must be introduced into the time derivatives
of states of the system. The neural network model having time delays
in the time derivatives of states is called delayed neutral-type neural
networks. This class of neutral systems has been used in many areas
such as population ecology [11], distributed networks with lossless
transmission lines [11], propagation and diffusion models [12] and
VLSI systems [12]. In the recent literature, many researchers have
studied the equilibrium and stability properties of neural networks of
neutral type with a single delay and presented various sufficient
conditions for the global asymptotic stability of the equilibrium point
[1-32].The results obtained in these papers are basically expressed in
the linear matrix inequality (LMI) forms. The LMI approach to the
stability problem of neutral-type neural networks involves some
difficulties with determining the constraint conditions on the net-
work parameters as it requires to test positive definiteness of high
dimensional matrices. In the current paper, by employing a suitable
Lyapunov functional, we will present new delay-independent suffi-
cient conditions for the existence, uniqueness and global asymptotic
stability of the equilibrium point for the class of neutral-type neural
networks with many delays. Our results establish various relation-
ships between the network parameters only. Therefore, the results of
this paper can be easily verified when compared with the previously
reported literature results in the LMI forms.

Throughout this paper we will use those notations: For any matrix
P=(Dj)nxn, P>0 will denote that P is symmetric and positive

definite, P", P71, Am(P) and Ay;(P) will denote the transpose of P, the

inverse of P, the minimum eigenvalue of P and the maximum
eigenvalue of P, respectively. We will use the matrix norm
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IPll = [Am(P"P)]"/2. For any two positive definite matrices P = (pj)n.n
and Q =(qynxn» If Q>0, then P>Q will imply that P> 0.
For v=q,va,...,tn)" €R", we will use the vector norms

vl = /371 v? and lvlly = Y7 |vil.

2. Problem statement

Consider the following set of nonlinear differential equations
that describe the class of neutral-type neural network model with
a single delay:

n n
Xi(t) = —cxi(t)+ Y ayfj(x(O)+ Y byf (x;(t—1))
j=1 j=1
n
+ Zeinj(t—T)+ui, i=1,..,n @))
j=1

By introducing more delay parameters into the system equations
of delayed neutral-type neural networks, we obtain the general-
ization of neural network model (1), which is in the following
form of differential equations:

n n
Xi(0) = —cxi(O+ Y agfix(O)+ Y byf(x(t—1;)
) =1 j=1
+ Z eij)'cj(t—'cj)+u,-, i= 1,. LN (2)
ji=1

where n is the number of the neurons in the network, x; denotes
the state of the ith neuron, the parameters d; are some constants
that keep the solution of system (2) bounded. The constants a;
denote the strengths of the neuron interconnections within the
network, the constants b; denote the strengths of the neuron
interconnections with time delay parameters t;(t). e; are coeffi-
cients of the time derivative of the delayed states. Finally, the
functions f;(-) denote the neuron activations, and the constants u;
are some external inputs. In system (2), ;>0 represents the
delay parameter with t=max(t;), 1<j<n. Accompanying the
neutral system (2) is an initial condition of the form:
xi(t) = ¢;(t) e C([—7,0L,R), where C([—1,0],R) denotes the set of all
continuous functions from [-7,0] to R.

In this paper, the activation functions f;(-), i=1,2,...,n are
assumed to be Lipschitz continuous, i.e., there exist constants
£; > 0 such that

Ific—fim| <&i|x=y|, i=1,2,...,n ¥xyeRx#y 3)

Neural network model (2) can be written in the vector-matrix
form as follows:

X(£) = —Cx(t) +Af (x())+Bf (x(t—1)) + EX(t—7)+Uu 4)
where  x(t) = (x1(O),%2(), ... Xn(E)" €R", A= (@nsns B=binsns
E=(€jnxn, C=diag(ci>0), u=(upu,....un)", f&(®)=(1(x1(0),
F206(0), ... faa®)"  and  fx(t—1)) = (f; (4 (t—11)).f (X2 (t—T2)),

N )
The following lemma will play an important role in the proofs
of our main results:

Lemma 1 (Cheng et al. [26]). If a map H(x)eC® satisfies the
following conditions:

(i) H(x) # H(y) for all x #y,
(ii) IHX)lIl - oo as lixll — oo,

then, H(x) is homeomorphism of R".

3. Existence and uniqueness analysis

In this section, we present some new delay independent
sufficient conditions for the existence and uniqueness of the
equilibrium point for neural network model (2) with the activa-
tion functions satisfying (3). We first obtain the following result:

Theorem 1. Under the assumption given (3), the neural network
model (2) has unique equilibrium point for each u if there exist a
positive diagonal matrix D and positive definite matrices P, Q and R
such that the following conditions hold:

Q1 =(C*-D*L2-ATA-ATP'A-ATQ'A>0
Q,=D?,£2-B"B-B"PB—B'"R"!B>0

Q3 =I-E"E-ETQE—E"RE >0

L= diag(fl,fz, ..
nxn.

.,tn) and 1 is the identity matrix of dimension of

Proof. In order to prove the existence and uniqueness of the
equilibrium point, we consider the following mapping associated
with system (2):

H(x) = —Cx+Af(x)+Bf(x)+EH(x)+u 5)
If x*=x%x5, ... X9 is an equilibrium point of (2), then x*
satisfies the following equation:

H(x*) = —Cx* + Af (x*)+Bf (x*)+ EH(x*) +u=0

It is obvious that H(x) = 0 is an equilibrium point of (2). Therefore,
we can directly conclude from Lemma 1 that, for the system
defined by (2), there exists a unique equilibrium point for every
input vector u if H(x) is homeomorphism of R". We will now show
that under the conditions of Theorem 1, H(x) is a homeomorphism
of R". Let us choose two vectors x, y € R" such that x # y. Note that,
under the assumptions on the activation functions given by (3),
when x #y, we have either f(x) # f(y) or f(x) =f(y). Therefore, for
x #Yy, the existence and uniqueness analysis must be carried out
for the following two cases:

Case 1. x #y and f(x) # f(y). In this case, H(x) defined by (5) satisfies:

H@)—H(y) = —Cx=y)+A(f C)—f @) +BEF ) —f ) +EHX)—H(Y))
(6)

First multiplying both sides of (6) by (2(x—y)C+H(x)—H())", and
then adding the term (x—y)" D?(x—y)—(x—y)" D?(x—y) = 0 to the right
hand side of the resulting equation yields
Qx=y)'C+H@—HEN H@)—HY)

= 2x=y) C+HE)-HY)") x (~Cx=y)+AF)~f )

+B(f () —f () +EHX)—H(y)))

= (Cx=y)+AFX)—f ) +BFX)—f¥) +EHX)—HY)))'

X (=Cx=y)+AFX)—f¥)+BE ) —f ) +EHE)—-HY))

+(x=y) D*(x—y)—(x=y)' D* (x—y)

where D is a positive diagonal matrix. The above equation is
equivalent to:
2(x—y) CHx)—H(y))
= —(Hx)-Hy))" (Hx)—H(y))
—(x=y) Cx=y)+x-y) CAF)—f(¥)
+x=y) BEX)—f )+ (x—y)  CEHX)—H(Y))
~(F—-FN'ATCx—y) +FX)-F @) ATAFX)—f )
+(F—f W) ATBEO—f ()
+(F)~F)N"ATEHX)-HE)~(f(x)—~f () B"C(x~y)
+F@)—f) BT AFX)—f W) +F@)—f ) B BEX)—f(¥))
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