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a b s t r a c t

In this paper, an adaptive dynamic programming (ADP) algorithm based on value iteration (VI) is
proposed to solve the infinite-time stochastic linear quadratic (SLQ) optimal control problem for the
linear discrete-time systems with completely unknown system dynamics. Firstly, the SLQ control
problem is converted into the deterministic problem through system transformation and then an
iterative ADP algorithm is introduced to solve the optimal control problem with convergence analysis.
Secondly, for the implementation of the iteration algorithm, a neural network (NN) is used to identify
the unknown system and then the other two NNs are employed to approximate the cost function and
the control gain matrix. Lastly, the effectiveness of the iterative ADP approach is illustrated by two
simulation examples.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

The stochastic linear quadratic (SLQ) optimal control problem
was pioneered by Wonham [1] and had rapid development in both
theory and application [2–6], which played an important role in
modern control theory. Compared with the deterministic case, it is
more complicated because the process of solving the stochastic
algebra equation (SAE) for the SLQ optimal control problem is
more complex than the Riccati equation (RE) [7–9]. Some intrinsic
relations between SAE and RE are discussed in [10]. After the
generalized RE (GRE) was introduced, the feasibility of the SLQ
optimal control problem is equal to the solvability of the GRE [11].
It becomes easier and easier for solving the SLQ optimal control
problem because of the introduction of linear matrix inequalities,
semidefinite programming, Lagranger multiplier theorem and the
common iterative method [12–14]. However, the algorithms men-
tioned above are all based on the prerequisite that the knowledge
of the system dynamics must be known in advance. When the
system dynamics is completely unknown, the methods are all
invalid. So it presents a challenge to solve the SLQ optimal control
problem without the knowledge of the system model.

Adaptive dynamic programming (ADP) as a very powerful tool
in solving the deterministic optimal control problem gains com-
prehensive attentions [15–18] and the rapid development has
been made recently [19–24]. Werbos classified ADP as follows:
heuristic dynamic programming (HDP); dual heuristic program-
ming (DHP); action-dependent heuristic dynamic programming
(ADHDP); action-dependent dual heuristic programming (ADDHP)
[15]. The value iteration (VI) ADP algorithm with the convergence
proof was proposed solving the optimal control problem for the
general nonlinear discrete-time systems [7]. Vrabie [25] adopted
the policy iteration (PI) HDP scheme to approximate the optimal
control for the partly unknown continuous-time systems. Based on
[25], an intelligent optimal control scheme based on ADP for the
completely unknown nonlinear discrete-time system was devel-
oped [26].

In this paper, we will tackle the SLQ optimal control problem
for the completely unknown stochastic linear discrete-time sys-
tems. It is clear that solving the optimal control problem through
the solution of the SAE needs the knowledge of the system
dynamics. In order to avoid solving directly the SAE, the VI ADP
algorithm with convergence proof is introduced. For the imple-
mentation of the algorithm for the unknown systems, three neural
networks (NNs) are employed to approximate the system model,
the cost function and the control gain matrix. At last, the
comparison between the ADP algorithm and the analytical algo-
rithm is given to indicate the validity of the ADP algorithm.
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This paper is organized as follows. In Section 2, we present the
formulation of the problem and the well-posedness of the SLQ
optimal control problem. In Section 3, the iterative ADP algorithm
with convergence proof is given. In Section 4, the neural network
implementation for the iterative scheme is presented. In Section 5,
two simulation examples and the convergence analysis are pro-
vided to demonstrate the effectiveness of the iterative scheme. In
Section 6, the concluding remarks are given.

2. Problem statement and preliminaries

Consider the following stochastic linear discrete-time systems
as follows:

xðtþ1Þ ¼ ðAxðtÞþBuðtÞÞþðCxðtÞþDuðtÞÞωðtÞ ð1Þ
where xðtÞARn is the system state vector, uðtÞARm is the control
input vector and xð0Þ ¼ x0 is the system initial state vector.
A;CARn�n and B;DARn�m are the system constant real matrices.
Let ðΩ;F ;P;F tÞ be a given filtered complete probability space
with a standard one-dimensional Brownian motion ωðtÞ on
f0;1;2;⋯g (with ωð0Þ ¼ 0), where F t ¼ σfωðtÞj t ¼ 0;1;2;⋯g
denotes the σ-algebra generated by ωðtÞ. We assume that the
initial state x0 is independent of ωðtÞ, t ¼ 0;1;2;….

It is desired to find a control input u : Rn-Rm to minimize the
following quadratic cost function given by

Jðx0;uÞ ¼ E
X1
t ¼ 0

½x0ðtÞQxðtÞþu0ðtÞRuðtÞ� ð2Þ

where QARn�n and RARm�m are respectively positive semidefinite
real matrix and positive definite real matrix, Eð�Þ denotes the
mathematical expectation.

Definition 1 (Mustapha and Zhou [12]). A feedback control u(t) is
called mean-square stabilizing at x0if there exists a linear feedback
control uðtÞ ¼ KxðtÞ (with K a constant real matrix) such that the
corresponding state of the system (1) with respect to every initial
state x0 satisfies limt-1E½x0ðtÞxðtÞ� ¼ 0, where K is called a mean-
square stabilizing control gain matrix.

Definition 2 (Mustapha and Zhou [12]). The system (1) is called
mean-square stabilizable if there exists a mean-square stabilizing
feedback control for the system (1).

Definition 3 (Liu et al. [14]). A feedback control u(t) is said to be
admissible if u(t) satisfies the following: (1) u(t) is a F t-adapted
and measurable stochastic process; (2) E

P1
t ¼ 0 ‖uðtÞ‖2oþ1; (3)

u(t) is mean-square stabilizing. Let Uad denote an admissible
control set which contains all admissible controls.

The SLQ optimal control problem is how to choose an admis-
sible control to make the cost function (2) reach the minimum
value for the system (1) with respect to the initial state x0, namely

Vnðx0Þ ¼ inf
uAUad

fJðx0;uÞg ð3Þ

Definition 4 (Liu et al. [14]). The SLQ optimal control problem is
well posed if

�1oVnðx0Þoþ1; 8x0ARn

For the SLQ control problem (1) and (2) we will find the
optimal control only in the class of linear feedback controls, whose
forms are given by

uðtÞ ¼ KxðtÞ; KARm�n ð4Þ

Taking (4) into (1) the corresponding system model is given by

xðtþ1Þ ¼ ðAþBKÞxðtÞþðCþDKÞxðtÞωðtÞ ð5Þ
and the system (5) for V ¼ AþBK and W ¼ CþDK is simplified as

xðtþ1Þ ¼ VxðtÞþWxðtÞωðtÞ ð6Þ

Let XðtÞ ¼ EðxðtÞx0ðtÞÞ, then the system (6) by taking expectation
on xðtþ1Þx0ðtþ1Þ is converted into the deterministic difference
equation

Xðtþ1Þ ¼ VXðtÞV 0 þWXðtÞW 0 ð7Þ
and the cost function (2) is transformed into

JðX0;KÞ ¼ tr
X1
t ¼ 0

ðQþK 0RKÞXðtÞ
( )

ð8Þ

where X0 ¼ Eðxð0Þx0ð0ÞÞ denotes the initial state of the system (7).

Before solving the SLQ optimal control problem, it is necessary
to know whether it is well posed. First, we provide the following
lemma.

Lemma 1. If the feedback control uðtÞ ¼ KxðtÞ is admissible, then the
SLQ control problem is well posed and the corresponding cost
function with respect to the initial state x0 is Jðx0;uÞ ¼ x00Px0, where
the symmetric matrix P satisfies the following SAE:

P ¼ ðAþBKÞ0PðAþBKÞþðCþDKÞ0PðCþDKÞþQþK 0RK ð9Þ

Proof. Let the feedback control uðtÞ ¼ KxðtÞ be admissible, the cost
function (2) is converted into

Jðx0;uÞ ¼ E
X1
t ¼ 0

x0ðtÞðQþK 0RKÞxðtÞ

According to the fact that

E
X1
t ¼ 0

ðx0ðtþ1ÞPxðtþ1Þ�x0ðtÞPxðtÞÞ

¼ E
X1
t ¼ 0

½ðVxðtÞþWxðtÞωðtÞÞ0PðVxðtÞþWxðtÞωðtÞÞ�x0ðtÞPxðtÞ�

¼ E
X1
t ¼ 0

x0ðtÞðV 0PVþW 0PW�PÞxðtÞ

where the matrix P satisfies the SAE, we can see that

Jðx0;uÞ ¼ E
X1
t ¼ 0

x0ðtÞðP�V 0PV�W 0PWÞxðtÞ

¼ �E
X1
t ¼ 0

ðx0ðtþ1ÞPxðtþ1Þ�x0ðtÞPxðtÞÞ

¼ x00Px0� lim
t-1

Eðx0ðtÞPxðtÞÞ

Since the feedback control u(t) is admissible, we can obtain
limt-1Eðx0ðtÞPxðtÞÞ ¼ 0 and Jðx0;uÞ ¼ x00Px0.□

Remark 1. When the system (1) is mean-square stabilizable, the
solution of the SAE will make the well-posedness of the SLQ
control problem.

In order to make sure the well-posedness of the SLQ optimal
control problem, we make the following assumption.

Assumption 1. The system (1) is mean-square stabilizable.
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