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a b s t r a c t

In this paper, the multiplicity of almost periodic solutions is studied for a multidirectional associative
memory (MAM) neural network with almost periodic coefficients and continuously distributed delays.
Under some assumptions on activation functions, some invariant subsets of the MAM neural network are
constructed. The existence of multiple almost periodic solutions are obtained by using the theory of
exponential dichotomy and Schauder's fixed point theorem. Furthermore, a sufficient condition is
derived for the local exponential stability of some almost periodic solutions and their exponential
attracting domains are also given. An example is given to illustrate the effectiveness of the results.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Generally, the multistability of neural networks, that is the
existence and stability of multiple equilibrium points, periodic
solutions or almost periodic solutions, is prerequisite when the
neural network is applied to solve some problems of many-to-
many association memory. It has attracted much attention in the
recent years [1–16]. According to the different characteristics of
active function, such as piecewise linear nondecreasing, Mexican-
hat-type, discontinuous or concave–convex, the coexistence and
local stability of multiple equilibria have been extensively inves-
tigated [1–10]. As is known to all, the cyclic behaviors or rhythmic
activities are widespread in nature. Therefore, the existence and
stability of multiple periodic or almost periodic solutions have also
been analyzed [11–17]. From a phenomenological point of view,
the almost periodic functions can represent more exactly rhythmic
activities [15]. However, to the best of our knowledge, the
investigation of multiple almost periodic solutions of neural net-
works is seldom reported [15,17,16]. In [15], a general methodol-
ogy that involves geometric configuration of the n-neuron
network structure for studying multistability was developed.
Through applying the contraction mapping principle, some suffi-
cient conditions guaranteeing the existence of 2n exponentially

stable almost periodic solutions were given, when the connection
strengths, time lags, and external bias are almost periodic func-
tions of time. In [16], by considering two classes of activation
functions, the authors revealed that under some conditions, there
are 2n locally exponentially stable almost-periodic solutions of a
delayed n-neuron neural network. The authors of [17] investigated
the dynamics of 2n almost periodic attractors for cellular neural
networks with variable and distributed delays, they obtained
exponential attracting domains.

The multidirectional associative memory (MAM) neural net-
work, which was proposed by the Japanese scholar M. Hagiwara in
1990 [18], is an extension of BAM neural network model [19]. In an
MAM neural network, its neurons are arranged in three or more
fields. The neurons in the same field of an MAM neural network
are not connected to each other, but the neurons between every
two different fields are fully interconnected. By using of MAM
neural networks, one can achieve the many-to-many association
memory. Therefore, this class of networks possesses wide applica-
tion fields such as pattern recognition, image denoising and
intelligent information processing [18,20–23]. In order to achieve
the many-to-many association memory by MAM neural networks,
it is necessary to ensure their multistability. In [24], we studied the
multistability issue for a delayed MAM neural network with m
fields and nk neurons in the field m as follows.
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where k¼ 1;2;…;m, i¼ 1;2;…;nk, xkiðtÞ denotes the membrane
voltage of the ith neuron in the field k at time t, aki40 denotes the
decay rate of the ith neuron in the field k, f pjð�Þ is a neuronal
activation function of the jth neuron in the field p, wki

pj is the
connection weight from the jth neuron in the field p to the ith
neuron in the field k; Iki is the external input of the ith neuron in
the field k; τkipj is the time delay of the synapse from the j neuron in
the field p to the ith neuron in the field k. By using the Brouwer
fixed point theorem and Dini upper right derivative, we obtained
that some sufficient conditions which ensure the multidirectional
associative memory neural network has 3

l equilibria and 2l

equilibria of them are stable, where l is a parameter associated
with the number of neurons. System (1) is with discrete delay. It
can only reflect the relationship between the state of the neuron
xki at time t and the state of any other neuron xpj at the time ahead
of it by a fixed time length τkipj.

Since a neural network usually has a spatial extent due to the
presence of a multitude of parallel pathways of a variety of axon
sizes and lengths, there is a distribution of propagation delays over
a duration of time [25]. That is to say, the state of the neural
network in the past every time affects its current state. Obviously,
the distributed delays can reflect the relationship more really than
discrete delays. Hence, we also studied the MAM neural network
with the continuously distributed delays [26] as follows.

dxki
dt

¼ �akixkiðtÞþ
Xm

p ¼ 1;pak

Xnp
j ¼ 1

wki
pjf pj

Z þ1

0
gkipjðsÞxpjðt�sÞ ds

� �
þ IkiðtÞ;

ð2Þ
where gkipjðsÞ is the delay kernel function of the synapse from the
jth neuron in field p to the ith neuron in field k. By constructing a
suitable Liapunov function and a Poincaré mapping, we proved the
existence and the exponential stability of multiple periodic solu-
tions of the MAM neural network (2).

From the viewpoint of biological nervous system, there exists
memory vibration in human's cerebrum. And from the viewpoint
of networks implementation, the neural network's external inputs
Iki, the neuronal signal decay rates aki, and the connection weights
wki

pj often almost periodically vary with time because there are
almost periodic phenomenons in the electrical power system.
Therefore, the discussion on existence and stability of multiple
almost periodic solutions of MAM neural networks is also very
meaningful. Motivated by the above, in this paper, we study the
existence and the exponential stability of multiple almost periodic
solutions of an MAM neural network with almost periodic coeffi-
cients and continuously distributed delays as follows.
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The initial conditions associated with (3) are of the form

xkiðtÞ ¼ θkiðtÞ; ð4Þ
where k¼ 1;2;…;m, i¼ 1;2;…;nk and θki : ð�1;0�-R are con-
tinuous functions.

In this paper, our main object is to obtain the sufficient
conditions ensuring the existence and the exponential stability
of multiple almost periodic solutions of the MAM neural network
(3) with initial condition (4). After constructing an invariant basin
of system (3), we split it to multiple subsets. In every subset, there
exists a almost periodic solution. And in the invariant subset, the
almost periodic solution is exponentially stable. This paper is orga-
nized as follows. In the next section, we introduce some lemmas of
exponential dichotomy method and almost periodicity. In Section 3,
we construct an invariant basin of MAM neural network (3) and split

it into multiple invariant subsets. In Section 4, we investigate the
existence of multiple almost periodic solutions of (3) by using
exponential dichotomy and Schauder's fixed point theorem. Mean-
while, we construct exponential attracting domain of each almost
periodic solution. In Section 5, we investigate the exponential stability
of multiple almost periodic solutions of (3) by constructing exponen-
tial attracting domain of each almost periodic solution. In Section 6,
an example is given to illustrate the effectiveness of our results.

2. Preliminary

We firstly introduce two lemmas on exponential dichotomy [27].
Set the vector

xðtÞ ¼ ðx11ðtÞ;…; x1n1 ðtÞ;…; xm1ðtÞ;…; xmnm ÞT 9colfxkiðtÞg:

Lemma 1. Let BðtÞ ¼ diag �a11ðtÞ;…; �a1n1 ðtÞ;…; �am1ðtÞ;…;
�

�amnm ðtÞÞ. If akiðtÞðk¼ 1;2;…;m; i¼ 1;2;…;nkÞ are almost periodic
functions and limT-þ1ð1=TÞ R tþT

t akiðsÞ ds40, then system

dx
dt

¼ BðtÞxðtÞ ð5Þ

admits an exponential dichotomy.

Lemma 2. If system (5) admits an exponential dichotomy, the almost
periodic system

dx
dt

¼ BðtÞxðtÞþηðtÞ

has a unique almost periodic solution φðtÞ, and

φðtÞ ¼
Z t

�1
XðtÞPX�1ðsÞηðsÞ ds�

Z þ1

t
XðtÞðE�PÞX�1ðsÞηðsÞ ds:

Set I½n� ¼ f1;2;…;ng. For any k; pA I½m�, pak, iA I½nk�, and
jA I½np�, we make the following assumptions to MAM neural
network (3).

(H1) The signal decay rates akiðtÞ, connection weights wki
pjðtÞ and

external inputs IkiðtÞ are all almost periodic functions on R, and

lim
T-þ1

1
T

Z tþT

t
akiðsÞ ds40; aki ¼ inf

tAR
akiðtÞ40:

(H2) The delay kernel functions gkipjðsÞ : Rþ-Rþ are piecewise
continuous, and satisfyZ þ1

0
gkipjðsÞ ds¼ 1; and

Z þ1

0
easgkipjðsÞ dsoþ1;

where a ¼minkA I½m�miniA I½nk �aki.
(H3) There exist constants Mpj40 such that jf pjðxÞjrMpj for

each xAR:

Remark 1. In (H1), the assumption of almost periodicity and
condition limT-þ1ð1=TÞ R tþT

t akiðsÞ ds40 ensure that the linear
almost periodic differential system (18) has an almost periodic
solution by using Lemma 1. In general, the signal decay rates
akiðtÞ40. The condition aki ¼ inf tARakiðtÞ40 is a prerequisite to
construct the invariant basin Φ and those functions H7

ðkþ1Þi and
G7
ki in Section 3.

Remark 2. In (H2), the condition
R þ1
0 gkipjðsÞ ds¼ 1 is demanded

because the delay kernel functions are equivalent to the weights of
the neurons state in different time. In the proof of Theorem 5,
we define the functions HkiðλÞ, which need the conditionR þ1
0 easgkipjðsÞ dsoþ1.

According to the properties of almost periodic function [27],
the coefficients of (3) are all bounded and uniformly continuous.
Set aki ¼ suptARakiðtÞ, wki

pj ¼ suptARjwki
pjðtÞj; I ki ¼ suptARjIkiðtÞj.
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