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For feature extraction, the dimensionality of the feature space is usually much larger than the size of
training set. This is known as under sample problem. At this time, local structure is more important than
global structure. In this paper, locality sensitive batch feature extraction (LSBFE) is derived based on a
new gradient optimization model by exploiting both local and global discriminant structure of data
manifold. With the proposed LSBFE, a set of features can be extracted simultaneously. Recognition rate is
improved compared with batch feature extraction (BFE), which only considers global information. It is
shown that the proposed method achieves good performance for face databases, handwritten digit
database, object database and DBWorld data set.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Discriminative dimension reduction is a hot research topic in the
field of pattern recognition since high-dimensional data in the
feature space is not suitable for the subsequent work of classification
due to dimension disaster. By extracting features in low dimension, it
preserves well the discriminative information and then can separate
different classes more accurately and efficiently. It has been widely
applied in various areas, such as image and text retrieval [1,2],
bioinformatics [3], biometrics [4], and signal processing [5].

For feature extraction, the dimensionality of the feature space is
usually much larger than the size of training set. This is known as
under sample problem (USP) [6,7]. A conventional classifier, for
example, linear discriminant analysis (LDA) [8,9], often fails when
faced by USP. One solution is to reduce the dimensionality of the
feature space by using the principal components analysis (PCA) [10,11]
or the multilinear subspace analysis (MSA) [12]. Unfortunately, some
discriminant information is discarded by PCA and MSA. Some other
algorithms such as discriminant common vectors [13], regularized
LDA [14], general tensor discriminant analysis (GTDA) [15] based on
differential scatter discriminant criterion (DSDC) [8] and Fukunaga-
Koontz transform (FKT) [16] just consider global discriminant infor-
mation without exploiting the underlying structure of data manifold.

Recently there has been a lot of interest in geometrically
motivated approaches to data analysis in high dimensional spaces,
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including Laplacian Eigenmaps [17,18], locally linear embedding
(LLE) [19], locality preserving projections (LPP) [20], local discri-
minant embedding (LDE) [21] and LDE-based algorithms [22].
These methods have been shown to be effective in discovering
the geometrical structure of the underlying manifold. From this
point of view, to reduce USP, we propose a new algorithm called
locality sensitive batch feature extraction (LSBFE) by exploiting the
geometry of data manifold, which can extract a set of features
simultaneously. Firstly, we construct a nearest neighbor region for
every sample to model the local geometrical structure of the
underlying manifold and introduce local differential scatter dis-
criminant criterion (LDSDC). Subsequently based on LDSDC, a
constraint optimization problem with a new objective function is
formulated. Then we transfer the optimization problem into an
unconstraint optimization problem. However, solving such an
unconstraint optimization problem is still a challenging task. To
overcome this, an idea of by applying the gradient method on two
unknown matrices respectively and iteratively is initiated. This
enables us to propose an algorithm that ensures the objective
function converges and an optimal projection matrix is obtained.

Laplacian Eigenmaps and LLE can be considered as the proper
baselines which incorporate local structure of data manifold. They
are closely related and the optimization problem as stated by LLE
can be reformulated as trying to find the eigenvectors of graph
Laplacian £? [18]. The nonlinear property in these algorithms is
more general compared with linear algorithms, yielding impress-
ive results. Based on the characteristics of locality-preserving,
Laplacian Eigenmaps is relatively robust to outliers and noise
and exhibits stability with respect to the embedding. The optimi-
zation of LLE avoids local minimum problem and LLE can also be
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extended in classification [23]. However, experiments show that
LLE is an effective method for visualization but may not seem to be
very useful in classification [24]. For small numbers of features, LLE
outperforms PCA. As the number of dimensions increases, it starts
overfitting and cannot extract further information while PCA
continues to improve the performance since less and less informa-
tion is discarded [23,24]. Later by taking label information into
account, supervised LLE (SLLE) is proposed [25,26]. It is worth-
while to highlight the differences of our proposed algorithm LSBFE
from Laplacian Eigenmaps and LLE here. Firstly, by exploiting local
information, Laplacian Eigenmaps and LLE are to construct local
graph while LSBFE is to reconstruct scatter matrices and reduce
under sample problem. Secondly, Laplacian Eigenmaps or LLE
seeks to preserve the intrinsic geometry of the data and local
structure after dimension reduction while LSBFE preserves the
discriminant information by attempting to maximize between-
class scatter and minimize within-class scatter for classification.
Finally, LSBFE is a linear method for dimension reduction while
Laplacian Eigenmaps and LLE are nonlinear algorithms.

The main advantage of our algorithm is that LSBFE can extract a
set of features simultaneously and capture both local and global
structures of the data sets, resulting in clear improvement of
recognition rate over the results of batch feature extraction (BFE),
which is based on differential scatter discriminant criterion
(DSDC) and only takes account of global information. Thus LSBFE
is more efficient and convenient than BFE for feature extraction.
The main contributions of this paper are summarized as follows:

1. By constructing a nearest neighbor region for every training
sample, class scatter matrices are redefined. Through this
process, LDSDC is proposed and USP is reduced.

2. The problem is solved by exploring a new methodology from
the point of view of gradient optimization. This enables us to
propose a new algorithm in a different way from conventional
approaches such as LDA and PCA based on eigenvalue decom-
position of matrices.

3. An alternating optimization procedure is designed. It is illu-
strated that the procedure enables the objective function to
converge, resulting in that the feature space spanned by a
corresponding projection matrix is optimal.

The rest paper is organized as follows. In Section 2 we briefly
introduce the model of LDSDC. The optimization procedure of the
proposed algorithm is given in Section 3. The algorithm of LSBFE
and related analyses are presented in Section 4. Experimental
results on different data sets are reported and analyzed in Section
5. Paper is concluded in Section 6.

2. Problem formulation

LDA, as one of the prototypical method, has been widely
applied to feature extraction and dimension reduction due to its
effectiveness and simplicity. The aim of LDA is to find a projection
matrix, which can separate different classes well in a low-
dimensional subspace. The subspace is spanned by a set of vectors
w;, 1 <i<m, which form the projection matrix W. Therefore, an
optimal problem is formulated as determining a projection matrix
so that the ratio between the trace of between-class matrix S, and
the trace of within-class matrix S, [22] is maximized, namely

tr(WTSs, W)
tr(W's,, W)
For real problems, there generally exist similar examples in the

same class, which can be regarded as subclasses or local struc-
tures. However, LDA only exploits the global discriminant

w* = argmax =[W1, Wy, ..., W] 1)

information and fails to discover the underlying structure of data
manifold. In order to capture local geometrical structures, we
construct a nearest neighbor region for every training sample and
redefine scatter matrices. In detail, given that a training set
includes c classes. Let x; e R? denote a training sample, where i
is the class number with 1 <i <, j is the sample number in the ith
class with 1 <j <n; and R? is a d-dimensional feature space. There
are totally n= >°{_, n; samples in this training set. For a training
sample x;, consider its k nearest neighbors in the same class j,
denoted as x[,x2,...xk. Llet Xj=1/(Do+D1+-+P)PoXj+
DP1X}+D2X+ -+ Pixs) where po,py, ..., py are weights of different
neighbors. The weight value p,(0 << k) is defined as

k _ vk
- exp(— [P [XUH)’ 1<l<k:
R 1=0
where | - || denotes the distance between training samples mea-

sured by Euclidean distance for low-dimensional data while
Hamming distance for high-dimensional data[27,28]. Since Eucli-
dean distance is particularly sensitive to noise, it may fail for high-
dimensional data if lots of attributes are useless.

Then within-class matrix S,, and the between-class matrix S,
are defined as

Sw= % Z EQU—Wi)(YU—Wi)T

i=1j=1

1S
Sp =E; ni(m; — )M — )’ 2
where m; = (1/n;) Z}“: 1 X;j 1s the mean vector of the ith class, and
m=(1/n)3>i_; X/, Xy is the total mean vector for all classes.
Based on LDA and (2), we propose a local differential scatter
discriminant criterion (LDSDC), which is defined as

W* — argmax (tr(WTs,,W) —p (WS, W)) 3)
wiw =1

where p is a tuning parameter, W is the projection matrix,

constrained by WTwW =1.

In this paper, LSBFE is proposed to find the optimal projection
matrix W based on LDSDC. On the other hand, BFE is based on
DSDC. Note that when any local information is not considered, no
nearest neighbor regions will be constructed for training samples.
For this special case, X;; = x;; in (2). Then LDSDC is actually DSDC [8]
and the proposed algorithm LSBFE becomes BFE in this case.

3. Optimization procedure of LSBFE

In this section, we first formulate our problem and then transform
it into two sub-models. Finally we propose a new iterative algorithm
to obtain an optimal projection matrix.

3.1. Model transformation

Definition 1. Let A and B be two matrices of the same dimension
m x n. The Hadamard product AoB is defined as (A°B); = A;B;;.
More explicitly,
A1Bn A1nB1n
AoB = . :
Amlel Amann

Now assume that we are going to extract m vectors in problem (3).
Then (3) is actually equivalent to the following optimization
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