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a b s t r a c t

Product quantization (PQ) is a popular vector quantization method for approximate nearest neighbor
search. The key idea of PQ is to decompose the original data space into the Cartesian product of some
low-dimensional subspaces and then every subspace is quantized separately with the same number of
codewords. However, the performance of PQ depends largely on the distribution of the original data. If
the energies of subspaces are extremely unbalanced, PQ will achieve bad results. In this paper, we
propose an adaptive bit allocation product quantization (BAPQ) method to deal with the problem of
unbalanced energies of subspaces in PQ. In BAPQ, we adaptively allocate different numbers of codewords
(or bits) to subspaces to quantize data for minimizing the total quantization distortion. The essence of
our method is to find the optimal bit allocation scheme. To this end, we formulate an objective function
about minimizing quantization distortion with respect to bit allocation scheme and adopt a greedy
algorithm to find the near-optimal solution. BAPQ can achieve lower quantization distortion than PQ and
optimized product quantization (OPQ). Besides, both bias and variance of difference between the true
distance and the BAPQ's estimated distance are reduced from those of PQ and OPQ. Extensive
experiments have verified the superiority of BAPQ over state-of-the-art approaches.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Approximate nearest neighbor (ANN) search has been widely
used to avoid excessive computational and memory cost of nearest
neighbor (NN) search in many computer vision problems, like
image retrieval [1], image classification [2], 3D reconstruction [3]
and other related application areas. The key idea of ANN is to find
the nearest neighbors with high probability. Nowadays, several
ANN approaches have been developed including tree-based meth-
ods, hashing-based methods and vector quantization.

The tree-based methods [4,14] usually recursively partition the
data space to implement an efficient search for low-dimensional
data. However, for high-dimensional data, in the worst case the
tree-based methods can degenerate to exhaustive search.

The hashing-based methods [5,6,15–20,23,24] which map the
data into Hamming space have been popular approaches to ANN
search. The similarity between two vectors is measured by the
Hamming distance of their hashing codes. Hashing-based methods
have two advantages. One is that the needed storage is largely
reduced. The other is that the Hamming distance between two
codes can be computed efficiently by XOR operator followed by bit

count. But due to the thick boundary of Hamming space, these
methods usually cannot achieve ideal results [7].

Vector quantization (VQ) [8] is an effective and efficient
method for ANN search. These methods quantize the data by
codewords in order to reduce the cardinality of the data space.
Among the VQ methods, product quantization (PQ) [9] is designed
to decompose the original data space into the Cartesian product of
several low-dimensional subspaces and each subspace is quan-
tized separately. The distance between two vectors can be com-
puted by the sum of the distances between their subvectors in the
same subspace.

However, PQ considers every subspace having the same energy
and uses the same number of codewords to quantize every subspace,
which is unreasonable since the energies of subspaces may be not
identical, especially when the data is principal component analysis
(PCA) projected. The subspaces formed by dimensions with larger
variance carry more energy. If we use the same number of code-
words as that in subspaces with more energy to quantize data in
subspaces with less energy, it will be redundant. And the quantiza-
tion distortion will be expanded if we use the same number of
codewords as that in subspaces with less energy to quantize the data
in subspaces with more energy.

Motivated by the above considerations, in this paper, we propose
an adaptive bit allocation product quantization (BAPQ) approach for
ANN search. The key idea of BAPQ is that we adaptively allocate
different numbers of codewords (or bits) to subspaces to minimize
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the quantization distortion. (Since the number of bits needed to
index the codewords is positively related to the number of code-
words, in the following, we use both terms to indicate the number
of codewords, which is also called the size of codebooks.) In BAPQ,
subspaces with more energy will be allocated with more bits while
subspaces with less energy will be allocated with fewer bits. BAPQ
can achieve lower quantization distortion than PQ and its improved
version [10] and give more accurate distance estimation. Extensive
experiments have demonstrated the superiority of our method. The
rest of the paper is organized as follows. In Section 2, we briefly
review the related work to product quantization. In Section 3, we
describe the details of our BAPQ method. Experimental results are
presented in Section 4. The paper is concluded in Section 5.

2. Related work

2.1. Vector quantization

Given a set of n vectors {x1, x2, …, xn}, xiAℝd, the purpose of
vector quantization (VQ) is to reduce the cardinality of data,
especially when the data is real-valued. In VQ, the original data
is represented by the reconstruction values. The reconstruction
values ci are called codewords, which form the codebook C ¼
fc1;…; ckg where k is the size of the codebook. The codewords in C
can be index by l¼ log2 k bits. In the following discussion of the
paper, we assume that the total bit length l is fixed. That means the
size of the codebook C is fixed to k¼2l.

The quantization distortion of VQ is

E¼
Xn
i ¼ 1

‖xi−cðxiÞ‖2 ð1Þ

‖x−y‖ denotes the Euclidean distance between x and y. cðxiÞ is
the codeword of xi.

In order to minimize the quantization distortion, there are two
properties known as the Lloyd optimality conditions to be satis-
fied. First, a vector x must be quantized to its nearest codeword.
That is,

cðxÞ ¼ argmin
cj

‖x−cj‖ ð2Þ

Thus the whole data space will be partitioned by C into k
Voronoi cells. The second condition is that, a codeword must be
the expectation of the vectors lying in the same Voronoi cell. In
practice, we use Lloyd's algorithm, known as k-means, to find a
near-optimal codebook by iteratively assigning the vectors to
codewords and re-estimating the codewords from the assigned
vectors.

2.2. Product quantization

In vector quantization, if we use l¼64 bits to encode the data,
the size of the codebook k will be 264. It is impossible to use k-
means to find the codebook in terms of both time complexity and

memory usage. Product quantization (PQ) [9] is proposed to
handle this issue. The basic idea of PQ is that the original data is
decomposed into m subspaces of dimension q¼d/m.

x1;…; xq
zfflfflfflfflffl}|fflfflfflfflffl{x1

;…; xd�qþ1;…xd
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{xm ð3Þ

xi is the ith subvector formed by from the (inq�qþ1)th dimension
to the (inq)th dimension of x.

In each subspace, PQ uses k-means to find 2l/m codewords
which are indexed by l/m bits to form the codebook of each
subspace. The codebook of the ith subspace is Ci ¼ fci1;…; ci

k'
g,

where k0 ¼2l/m is the size of codebooks in subspaces. The codebook
of the whole data space C will be the Cartesian product of all the
subspaces i.e. C ¼ C1 � C2 �⋯� Cm. In each subspace, the sub-
vector of x is quantized by the codebook in corresponding sub-
space,

ciðxiÞ ¼ argmin
cij

‖xi�cij‖ ð4Þ

whereciðxiÞis the codeword of xi in the ith subspace. Then the
whole vector x¼ ðx1;…; xmÞ can be quantized to ðc1ðx1Þ;…; cmðxmÞÞ
and encoded by the concatenation of the index of the codeword
that quantizes x in each subspace, i.e. IðxÞ ¼ ðIðc1ðx1ÞÞ;…; IðcmðxmÞÞÞ,
which is a mnlog2 k0(¼ l) bits binary code. IðcijÞ is the index of
codeword cij in the ith subspace. The memory usage of the whole
codebook and the assignment complexity are largely reduced from
that of k-means (see Table 1).

For computing the distance between the vector x in database
and the query y, there are two types of distance for PQ: symmetric
distance computation (SDC) and Asymmetric distance computa-
tion (ADC), which are defined as follows:

dSDC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
i ¼ 1

‖ciðxiÞ�ciðyiÞ‖2
vuut ð5Þ

dADC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
i ¼ 1

‖ciðxiÞ�yi‖2

vuut ð6Þ

For SDC, both x and y are quantized while for ADC only the
vectors in database are quantized. Actually, dSDC and dADC can be
computed fast by looking up table if we precompute dðciðxiÞ; ciðyiÞÞ
and dðciðxiÞ; yiÞ in each subspace prior to the search. Besides, when
computing the distances, we do not need to read the original
database into the memory. We only need to read the codebook of
each subspace and the index into the memory, which largely
reduces the storage.

2.3. Optimized product quantization

In PQ, the problem of optimal space decomposition is not
handled and the performance of PQ depends largely on the
distribution of data. If the energies of subspaces are extremely
unbalanced, PQ will achieve bad results. Optimized product
quantization (OPQ) [10] addresses the problem of optimal space
decomposition in PQ and minimizes quantization distortion with
respect to the space decomposition and the codebooks.

minR;C1 ;…;Cm

Xn
i ¼ 1

‖xi−cðxiÞ‖2

s:t: c∈C ¼ c Rc∈C1 �⋯� Cm; RTR¼ I
��� on ð7Þ

where R is an orthogonal matrix and I is an identity matrix.
In OPQ, the authors optimize the projection matrix and code-

books by minimizing the quantization distortion with two solu-
tions: a non-parametric solution and a parametric solution. The
details of the two methods can be found in [10]. For the parametric

Table 1
Memory usage of the codebook and assignment complexity for different quantiza-
tion methods.

Memory usage Assignment complexity

k-means kd kd
PQ/OPQ k0d k0d
TC Pd

i ¼ 1;bi 40
2bi Pd

i ¼ 1;bi 40
2bi

BAPQ Pm
i ¼ 1;li 40

2li U d
m

Pm
i ¼ 1;li 40

2li U d
m
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