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a b s t r a c t

In this paper, we examine the problem of estimating the parameters of the proposed Diagonal of the
Modified Riesz Distribution (DMRD) defined in Rr . Several methods can be used for estimating the
parameters of the DMRD. In the present work, we address the issue of estimating the parameters of the
DMRD through a Bayesian approach associated with Monte Carlo methods. The proposed approach is
compared via a simulation study with maximum likelihood method and method of moments by
calculating the Mean Square Error (MSE).

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

In the context of statistics and related fields, the analysis of sym-
metric cones [8,9] has been developed in depth through the last
seven decades. First, the studies were only focused on the real case.
Then recently, a complex case has been performed. This analysis has
been fundamental in the development of several statistical areas
such as random matrix distributions. These mathematical tools have
been commonly implemented in the characterization of non-central
distributions, statistical theory of shape, etc. A basic source of the
general theory of symmetric cones can be found in [5,10,14,15,20,23].
According to this theory, Hassairi and Lajmi [14] have introduced a
family of distributions on symmetric cones called the Riesz distribu-
tion which generalizes the matrix multivariate Gamma [4] and
Wishart [7,14] distributions, considering them as particular cases.

Our contribution in this paper is to introduce a new statistical
model based on the Riesz distribution [19] called the Diagonal of
Modified Riesz Distribution (DMRD). This statistical model represents
the distribution of the random diagonal elements of the matrix ΣX,
where X is a random square matrix distributed according to a Riesz
distribution on the cone of ðr; rÞ-symmetric positive definite matrices
and Σ represents a symmetric positive definite matrix. Our study is
based on the concept of transform Laplace. The distribution of the

random vector Y ¼DiagðΣXÞ (Diag represents the diagonal elements
of the matrix) is characterized by the known parameters' vector
ðs1; s2Þ and the unknown parameters' vector ðΣ11;Σ22;Σ

2
12Þ: We

determined the distribution of Yin two cases: s1 ¼ s2 and s24s1. In
the first case, s1 ¼ s2, these distributions are reduced to Kibble
bivariate Gamma distribution [18]. In the second case, s24s1, the
transform Laplace of Yrepresents the product of the transform Laplace
of a Kibble bivariate Gamma distribution by the Laplace transform of a
univariate Gamma distribution. Since the support of this distribution
is �0; þ1½2 and its correlation coefficient is positive, they give it an
important role in the field of image processing [16,21] (i.e., image
registration problem). Image registration is a fundamental task in
image processing used to match two or more pictures taken, for
example, at different times, from different sensors or from different
viewpoints. Over the years, a broad range of techniques has been
developed for the various types of data and problems [2,22].

The proposed DMRD is characterized by three parameters which
must be estimated. To estimate these parameters, we apply three
methods (maximum likelihood method (ML), method of moments
(MOM) and Bayesian approach associated with Monte Carlo methods).

This paper is organized as follows. Section 2 presents some defi-
nitions of the Riesz distribution. Section 3 introduces some important
results of the DMRD. In section 4, an estimation of the parameters of
the DMRD using the ML and the MOM is given. Section 5 discusses
the proposed Bayesian estimation method in which some simulation
results are presented in order to illustrate the performance of the
three estimators of the parameter vector of the DMRD model. Finally,
Section 6 presents some concluding remarks.
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2. Riesz distribution

The study of Riesz distributions originates from the paper [23] of
Marcel Riesz, where he introduces a family of convolution operators
as a generalization of the classical Rieman–Liouville operators on the
positive reals to the Lorentz cone in Rr .

Let E be the Euclidean space of ðr; rÞ real symmetric matrices
equipped with the scalar product 〈x; y〉¼ trðx � yÞ and where Ω
denotes the cone of (r; r)-symmetric positive definite matrices. For
x¼ ðxijÞ1r i;jr r in E and 1rkrr, we define the sub-matrices
PkðxÞ ¼ ðxijÞ1r i;jrk and ΔkðxÞ denotes the determinant of the (k,k)
matrix Pk(x). Then the generalized power of x in the coneΩ of positive
definite elements of E is defined, for sn ¼ ðs1; s2;…; srÞARr , by

Δsn ðxÞ ¼Δ1ðxÞs1 � s2Δ2ðxÞs2 � s3……ΔrðxÞsr : ð1Þ

For sn ¼ ðs1; s2;…; srÞ satisfying the conditions si4 ði�1Þ=2, the
absolutely continuous Riesz measure is defined by

RsnðdxÞ ¼
Δsn �n=rðxÞ
ΓΩðsnÞ

1Ω ðxÞ dx; ð2Þ

where 1Ω ðxÞ represents the indicator function defined on Ω, n¼
rðrþ1Þ=2 is the dimension of E, ΓΩðpÞ ¼ ð2πÞrðr�1Þ=4∏r

i ¼ 1
Γðsi�1

2ði�1ÞÞ and ΓðaÞ ¼ R þ1
0 e�xxa�1 dx, a40.

Then, a result due to Gindikin [12] says that, for all θA�Ω, the
Laplace transform of measure Rsn is defined by

LRsn
ðθÞ ¼

Z
E
e〈θ;x〉Rsn ðdxÞ ¼Δsn ð�θ�1Þ; ð3Þ

and, for sn satisfying the conditions si4 ði�1Þ=2, the Riesz dis-
tribution with a shape parameter sn and a scale parameter σAΩ is
given by

Rðsn;σÞðdxÞ ¼
e� 〈σ;x〉Δsn �n=rðxÞ
ΓΩðsnÞΔsn ðσ�1Þ1Ω ðxÞ dx: ð4Þ

When s1 ¼ s2 ¼⋯¼ sr ¼ p4ðr�1Þ=2; Rðsn;σÞ is reduced to the
Wishart distribution

Wðp;σÞðdxÞ ¼ 1
ΓΩðpÞ detðσ�pÞe

� 〈σ;x〉 detðxÞp�n=r1Ω ðxÞ dx: ð5Þ

3. The proposed DMRD

In this section, we introduce the model of the DMRD. This
model is based on Laplace transform of Riesz distribution. In our
work, we study the case where r¼2.

Let X be a random Riesz (2,2)-matrix with parameters
sn ¼ ðs1; s2ÞA �0; þ1½��12; þ1½, and θ in I2�Ω, where I2 is the
identity matrix of order 2. Then, according to Eq. (2), the Laplace
transform of X is defined by

LXðθÞ ¼
Z
E
e〈θ;x〉Rsn ðdxÞ ¼Δsn ððI2�θÞ�1Þ: ð6Þ

In order to obtain our model, we use an affine transformation of
the random X given by ~X ¼ΣX where

Σ ¼
Σ11 Σ12

Σ12 Σ22

 !
; Σ1140; Σ2240

and Σ11Σ22�Σ2
1240.

The proposed model of the Diagonal of the Modified Riesz
Distribution is given by Y ¼ ðY1;Y2Þ ¼ diag ~X

� �
(the diagonal ele-

ments of the matrix ~X ).
In order to define the Laplace transform LY ðθÞ of Y, we introduce

the following proposition.

Proposition 3.1. Let sn ¼ ðs1; s2ÞA �0; þ1½��12; þ1½ and θΣA I2�Ω.
Then

LY ðθÞ ¼ ½ð1�θ11Σ11Þð1�θ22Σ22Þ�θ11θ22Σ
2
12�� s1 ½1�θ22Σ22�� ðs2 � s1Þ:

ð7Þ

Proof. Firstly, let Y ¼Diagð ~X Þ be a random vector of R2 whose
elements constitute the diagonal elements of the matrix ~X . Then,
for all θA I2�Ω, we have

LY ðθÞ ¼ E e〈θ;
~X 〉

� �
¼ E etrðθ

~X Þ
� �

¼ E etrðθΣXÞ
� �

¼ LXðθΣÞ:

Secondly, if θij ¼ 0, for ia j, then

LY ðθÞ ¼Δsn ððI2�θΣÞ�1Þ
¼ ½1�θ22Σ22�s1 � s2 ½ð1�θ11Σ11Þð1�θ22Σ22Þ�θ11θ22Σ

2
12�� s1 : □

In the remainder of this section, we will define the distribution of
Y in two cases s1 ¼ s2 and s24s1. In both cases, we define, in
Propositions 3.2 and 3.5, the probability density function (pdf) f Y of Y .

3.1. Case 1: s1 ¼ s2 ¼ s

Proposition 3.2. Let s1 ¼ s2 ¼ s, θA�Ω and Σ is a positive definite
matrix. The distribution of the random variable Y is a Bivariate
Gamma Distribution (BGD) with a pdf defined by

f Y ðy1; y2Þ ¼ exp �Σ22y1þΣ11y2
Σ11Σ22�Σ2

12

 !
� ðy1y2Þs�1

ðΣ11Σ22�Σ2
12ÞsΓðsÞ

� f sðδy1y2Þ1½0;þ1½2 ðy1; y2Þ; ð8Þ
where 1½0;þ1½2 ðy1; y2Þ represents the indicator function defined on
½0; þ1½2, δ¼Σ2

12=ðΣ11Σ22�Σ2
12Þ2, and fs(x) is given by f sðxÞ ¼

∑1
k ¼ 0x

k=ΓðsþkÞk!; 8xAR:

Proof. If s1 ¼ s2 ¼ s, Σ1140, Σ2240 and Σ11Σ22�Σ2
1240, then

the Laplace transform of Y is given by

LY ðθÞ ¼ ½ð1�θ11Σ11Þð1�θ22Σ22Þ�θ11θ22Σ
2
12�� s: ð9Þ

According to [6], if θA I2�Ω, then this Laplace transform is related
to a BGD with a pdf defined in Eq. (8). □

In Fig. 1, we show a BGD for different values of parameters.

Proposition 3.3. The marginal distribution Yi, i¼ 1;2; is distributed
according to a univariate gamma distribution with a pdf defined by

f Yi
ðyiÞ ¼

yi
Σ ii

� �s�1exp � yi
Σ ii

� �
Σ iiΓðsÞ

1½0;þ1½ðyiÞ: ð10Þ

where s40 represents the shape parameter and Σ ii40, i¼ 1;2; is
called the scale parameter.

In the following, we denote the univariate gamma distribution
by γðs;Σ iiÞ with a shape parameter s and a scale parameter Σ ii40,
i¼ 1;2:

Proof. The Laplace transform of Y is given by

LY ðθÞ ¼ ½ð1�θ11Σ11Þð1�θ22Σ22Þ�θ11θ22Σ
2
12�� s:

The Laplace transforms of Y1 and Y2 are defined by

LY1 ðθ11Þ ¼ LY ðθ11;0Þ ¼ ð1�θ11Σ11Þ� s; and ð11Þ

LY2 ðθ22Þ ¼ LY ð0;θ22Þ ¼ ð1�θ22Σ22Þ� s: ð12Þ
These Laplace transforms are related to a Gamma distribution
γðs;Σ iiÞ, i¼1,2. □
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