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a b s t r a c t

Signer adaptation is important for sign language recognition systems because a fixed system cannot
performwell on all kinds of signers. In supervised signer adaptation, the labeled adaptation data must be
collected explicitly. To skip the data collecting process in signer adaptation, we propose a novel
unsupervised adaptation method, namely the hypothesis comparison guided cross validation method.
The method not only addresses the problem of the overlap between the data set to be labeled and the
data set for adaptation, but also employs an additional hypothesis comparison step to decrease the noise
rate of the adaptation data set. We also utilize linguistic prior knowledge to down sample the adaptation
data list to further decrease the noise rate. To evaluate the effectiveness of the proposed method, the
CASIIE-SL-Database is formed, which is the first specialized data set for unsupervised signer adaptation
to the best of our knowledge. Experimental results show that the proposed method can achieve relative
word error rate reductions of 3.93% and 4.05% respectively compared with self-teaching method and
cross validation method. Though the method is proposed for signer adaptation, it can also be applied to
speaker adaptation and writer adaptation directly.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Sign language recognition (SLR)1 is an important and challen-
ging task in pattern recognition [2] field. SLR not only benefits the
communication between the hearing-impaired people and the
hearing people, but also is a good test bed for more general
gesture recognition and human–computer interaction research.
Since the 1990s, many research works on SLR have been reported
[3–11], especially for the signer dependent (SD) case. Though the
SD SLR systems have made remarkable advances, the performance
is poor when the test signer is different from the training signer.
The degradation arises from the large diversity of different signers'
signing styles. Collecting data from large number of signers to
train a signer independent (SI) model set is an alternative to solve
this problem [12–15]. However, the SI model set is not comparable
to the SD one in that the SI model set is fixed. The SI model set can
have acceptable performance for most signers, but can not have
outstanding performance as the SD model set does. Adaptation

techniques [16] in speech recognition [17] and handwriting
recognition [18] provide an alternative solution to the problem.
Adaptation techniques utilize some labeled and/or unlabeled data
from a new person to tailor the parameters of the original model
set so that the tailored model set can better model the new
person. For signer adaptation, the tailored model set is called
signer adapted (SA) model set. If the labels of the adaptation data
are available, the adaptation is called supervised adaptation; if the
labels are unavailable, the adaptation is called unsupervised
adaptation. The classic adaptation algorithms include eigenvoice
(EV) [19], maximum likelihood linear regression (MLLR) [20] and
maximum a posteriori (MAP) [21]. EV is fit for the case that the SI
model set is trained by relatively large number of training subjects.
MLLR is fit for rapid adaptation with small amount of adaptation
data. MAP is fit for incremental adaptation with large amount of
adaptation data. MAP is superior to other algorithms in that the SA
model set generated by MAP can be comparable with the SD
model set in performance if the amount of adaptation data is large
enough.

To the best of our knowledge, several signer adaptation works
have been reported in the literature. Ong et al. [22,23] used a two-
step classifier to recognize sign language words. The first step was
the channel-level classification, and at the second step they used
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a Bayesian network framework to combine the channel classifica-
tion results. Since the signer combined model set gave low
recognition rate on the data from the test signer, they implemen-
ted an adaptation scheme to obtain a model set that were close to
the SD one. MAP was adopted as the adaptation algorithm. Other
than taking the signer combined model set as the initial model set,
they first selected a model set that gave the best recognition
accuracy for the adaptation data from the training subjects’ model
sets. By this way more accurate prior distribution for the para-
meters could be estimated. On the vocabulary of 20 gestures the
recognition rate for the test signer was 88.5%, which was a 75.7%
reduction in error rate from the one of the signer combined mode
set. Agris et al. [24,25] combined MLLR and MAP for signer
adaptation. On the MLLR step, they modified MLLR with dedicated
one-hand transformation. With 80 and 160 labeled sign samples,
they achieved 78.6% and 94.6% accuracy respectively on a voca-
bulary of 153 signs. In their succeeding work [26], they proposed
the “EV þ MLLP þ MAP” approach. The model set that outputted
by EV was taken as the initial model set for MLLR, and the resulted
model set by MLLR was taken as the input model set for MAP. By
this way they combined the benefits of these three algorithms,
hence yielded rapid adaptation speed and slow performance
saturation. Experiments showed that the “EV þ MLLR þ MAP”
method was superior to “MLLR þ MAP” method. To reduce the
number of samples in the adaptation data set and preserve the
recognition rate to an acceptable level at the same time, Wang
et al. [27] presented a supervised adaptive method based on data
generating. They analyzed the structure of the Chinese sign
language words and realized that the samples of the whole
vocabulary can be generated by the samples of a subset. Their
idea was that different words shared some similar segments in
part, and the data pooling among different word segments can be
utilized. About 2/3 reduction of the size of the adaptation data set
was achieved, and acceptable recognition accuracy was obtained
at the same time. Oya et al. [28] proposed a multi-class classifica-
tion strategy for Fisher scores and applied it to sign language
recognition. In their score space selection step, they found that the
subsets selected from the validation data set did not perform well
on the test data set. Therefore they proposed a signer adaptation
method during the score space selection phase. By applying the
adaptation method on the multi-class classification strategy they
achieved an average recognition rate of 68.35%.

In summary, previous signer adaptation works mainly focus on
the supervised signer adaptation. In supervised adaptation, an
explicit enrollment session for labeled adaptation data collecting is
required. The enrollment session is usually tedious to users. At the
same time, unlabeled data can be collected more easily and the
data collecting does not need the user's intervention. For example,
the data that are produced when users are manipulating the
system can be automatically stored to the hard disks, and the
stored data can be used as the unlabeled adaptation data to adapt
the original model set. Therefore, unsupervised signer adaptation
is more important and useful to SLR than the supervised one. In
[1], we propose a novel unsupervised signer adaptation method
called the hypothesis comparison guided cross validation (HCCV)
adaptation method, which is a preliminary version of this paper.
Compared with [1], our contributions in this paper are summar-
ized as follows. First, we utilize the linguistic prior knowledge to
filter the adaptation data list, with which the noise rate of the
adaptation data set can be decreased further. Secondly, inspired by
[29], we introduce a global model set which is served as the final
model set to recognise the test data set. As a result, we do not need
to combine the recognition results of multi model sets. Finally, we
create a sign language database named CASIIE-SL-Database, which
is the first database that is specifically designed for the unsuper-
vised signer adaptation research to the best of our knowledge. In

the future, we expect this database may be used as a potential
standardized benchmark for unsupervised signer adaptation, and
can boom the unsupervised signer adaptation research.

The organization of this paper is as follows. In Section 2 we
review the three classic adaptation algorithms, and MAP is finally
selected as the algorithm for our work. The next section describes
the proposed hypothesis comparison guided cross validation
adaptation method. CASIIE-SL-Database, the experimental setup
and results are described in Section 4. Finally the conclusion and
potential future works are given in the last section.

2. Selection of the adaptation algorithm

There are three classical adaptation algorithms, namely EV,
MLLR and MAP.

EV is based on the dimensionality reduction techniques. First, N
SD model sets should be trained with the data from N signers. A
supervector for each model set can be constructed by concatenat-
ing the Gaussian mean vectors of all the models in the set, and
totally N supervectors can be generated. By applying the dimen-
sionality reduction techniques (for example, principle component
analysis) on the N supervectors, we can yield M principal super-
vectors, which are the basis vectors and are called eigenvoices.2

The supervector of the new signer's model set can be represented
by weighing the M eigenvoices. The parameters that need to be
estimated in EV are the M weights only, where M is much smaller
than the number of the model set's parameters. As a result, the
adaptation speed with EV is rapid and only a small amount of
adaptation data are needed. However, EV has two limitations for
signer adaptation. First, in signer adaptation EV needs relatively
large numbers of signers to collect data in order to train the SD
model sets, which is much more difficult than that in speaker
adaptation. Moreover, EV saturates fast, so even large amounts of
adaptation data are available, the recognition rate cannot be
increased to a very high level as in the SD case.

MLLR supposes the adapted mean vectors can be transformed
with a set of transformation matrices from the initial mean
vectors:

~m ¼Wmþb ð1Þ
where ~m is the adapted mean vector, m is the initial mean vector,
W is the transformation matrix, and b is the bias vector. MLLR
utilizes a regression class tree to share adaptation data among
different mean vectors. The regression class tree is a binary tree,
and each leaf node is a base class and corresponds to a cluster of
the mean vectors that are similar. The regression class tree can be
constructed by linguistics or by data-driven manners. The mean
vectors in the same node share the same transformation matrix.
The regression class tree makes MLLR flexible. If the amount of
adaptation data is large, and all leaf nodes have enough data, a
transformation matrix can be estimated for each leaf node. If the
amount of the adaptation data is small, and only the nodes close to
the root have enough data, some leaf nodes may share the same
transformation matrix. The estimation of the transformation
matrices is based on the maximum likelihood criterion. MLLR
can also rapidly adapt the model set by a small amount of data, but
it still falls into the problem of fast saturation and the performance
is not comparable to that of the SD case.

MAP, which is also denoted Bayesian adaptation, involves the
use of prior knowledge about the model parameter distribution.
The informative priors that are generally used are from parameters
of the SI model set. If the conjugate priors are used, MAP results in

2 EV is named eigenvoice because it is originated from the speech recognition
field.
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