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a b s t r a c t

In this paper, we utilize generalized Bernstein polynomials to construct fuzzy system. Different from
traditional Bernstein polynomials, partition of interval on input variable can be chosen as non-
equidistant division. We prove that generalized Bernstein fuzzy systems are universal approximators
to a given continuous function and its high-order derivatives. Further, ELM method is used to tune the
parameters of generalized Bernstein fuzzy system and Spline fuzzy system. It is proved that ELM-Spline
fuzzy system can approximate a function and its derivative. Simulation examples show that the
proposed ELM-Bernstein fuzzy system and ELM-spline fuzzy system can achieve high approximation
capability for nonlinear model.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Fuzzy system theory is a useful tool to deal with some complex
systems with fuzziness and linguistic variables. In practical appli-
cation, one of the main design objectives is to construct fuzzy
system to approximate a desired model.

As fuzzy system can be designed by both linguistic informa-
tion and input–output data, in recent years, universal approx-
imation theory of fuzzy system has gained wide attention from
scholars and engineers, and it has been applied in many fields, for
example, in control systems [1,2], in model approximation and
prediction [3,4] and in decision making [5]. In order to demon-
strate the universal approximation capabilities of fuzzy systems,
many scholars attempt to construct various fuzzy systems to
approximate nonlinear function or dynamic model. In [6,7], it is
proved that Mamdani fuzzy systems are universal approximators
to nonlinear functions. And, in order to measure the approxima-
tion capability of Mamdani fuzzy system quantitatively, the
approximation error bounds of fuzzy systems are established in

[8,9]. Further, to solve the rule explosion problem of fuzzy
system, hierarchical fuzzy systems are designed to approximate
function in [10–12]. Different from Mamdani fuzzy systems, the
consequents of TS fuzzy systems are represented as the functions
of input variables. In [13], TS fuzzy systems with linear conse-
quent are proved to be universal approximators to nonlinear
function. In [14,15], formulae which can determine the minimal
upper bounds on the number of fuzzy rules for TS fuzzy systems
are established. Besides, the approximation properties of other
types of fuzzy systems, such as Boolean fuzzy systems [16] and
generalized Bernstein fuzzy systems [17], are investigated. In real
world applications, many models, such as control system and
decision model, operate in dynamic environment. Thus, some
novel fuzzy systems are developed to approximate various
classes of dynamic models. In [18], probabilistic fuzzy logic
system is proposed for the dynamic modeling problem in
stochastic circumstance. It is pointed out that fuzzy systems can
be capable of approximating a class of autonomous systems [19].
Furthermore, in [20], time variant fuzzy system is proposed to
approximate non-autonomous system.

Although fuzzy system can describe uncertain and complex
system, in some application, it still requires that the proposed model
should be universal approximators not only for the given smooth
function but also for its derivative. Indeed, a great amount of efforts
have been devoted to this topic, and many results have been
obtained. Some scholars utilize various membership functions to
construct fuzzy systems to achieve the smooth approximation
capability. In [21,22], fuzzy systems with Gaussian membership
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functions and π functions are respectively established to approx-
imate the function and its derivative. And, in [23], the translations
and dilations of one fixed function are chosen as the basis functions
to construct fuzzy system which possesses smooth approximation
property. Further, in [24] fuzzy transform technology is also intro-
duced to approximate the function and its derivative.

Theoretically, neural network can also possess universal
approximation capability for nonlinear function in [25–27].
Further, a novel single hidden layer feedforward network (SLFN)
with random hidden nodes, called Extreme Learning Machine
(ELM), is proposed in [28]. Different from the traditional neural
network and traditional feedforward network learning algo-
rithms, the hidden layer parameters in ELM [29] need not be
learned and the smallest train error can be achieved. In [29–31],
it is proved that ELM possesses interpolation capability and
universal approximation capability. In addition, the smooth
approximation properties of neural network have also attracted
attentions by many scholars. In [32], it is proved that multilayer
feedforward networks with smooth activation functions can
approximate the function and its derivative. Further, in order
to improve the approximation accuracy, in [33] nonsigmoid
activation functions are utilized to construct the multilayer
feedforward neural network. In [34], a probabilistic method
based on central limit theorems is applied to demonstrate the
smooth approximation capability of neural network. In [35],
simultaneous approximation of multivariate function and its
partial derivatives is investigated. In addition, in [36], algebraic
constructive approach is utilized to achieve the simultaneous
approximation of neural network, and the approximation error
bound of the corresponding neural network is established.

The above works show that both fuzzy system and neural
network possess the capabilities of simultaneous approximations
for functions and their derivative. However, how to construct a
hybrid systemwhich combines fuzzy systemwith neural network to
provide simultaneous approximation of function and its higher
derivatives is still an interesting and worthy of discussion question.
In order to solve this question, we need to choose appropriate basis
function and learning algorithm. It is well known that in numerical
analysis, Bernstein polynomial and spline function are widely used
in function approximation and differential equation solving. Moti-
vated by the above facts, in this paper, we choose generalized
Bernstein polynomial and spline function to design fuzzy system and
apply ELM to train the corresponding parameters. Compared to the
traditional Bernstein polynomials and spline function, the proposed
ELM-fuzzy system can obtain higher smooth approximation accu-
racy. Meanwhile, for some commonly used basis functions, such as
radial basis function (RBF) and sigmoid function, ELM-fuzzy systems
with generalized Bernstein polynomial or spline basis function can
still possess a better approximation capability.

The paper is organized as follows. In Section 2, some prelimin-
aries are introduced. In Section 3, the approximation properties of
generalized Bernstein fuzzy systems are investigated. In Section 4,
ELM-fuzzy systems are constructed to approximate functions and
their derivatives. Further, in Section 5, some numerical examples
are carried out to illustrate the validity of the results. In Section 6,
some concluding remarks are then provided.

2. Preliminaries

In this section, we introduce several notations and concepts
which are used in this paper.

The space of continuous function on a closed bounded interval
½a; b� is defined by C½a; b�. If n is a positive integer, then the space of
n-times continuously differentiable functions on ½a; b� is defined by
Cn½a; b�, particularly C0½a; b� ¼ C½a; b�.

Definition 2.1 (Mo and Liu [37]). Suppose that f AC½0;1�, then the
Bernstein polynomials of degree nðnZ1Þ is defined as

ðBnf ÞðxÞ ¼ ∑
n

k ¼ 0

n!
k!ðn�kÞ!x

kð1�xÞn�kf
k
n

� �
: ð1Þ

In [37], Bn is also called as the Bernstein operator.

Definition 2.2 (Mo and Liu [17]). Suppose that f AC½0;1�, then the
generalized Bernstein polynomial of degree nðnZ1Þ is defined as

ðBnf ÞðxÞ ¼ ∑
n

k ¼ 0

n!
k!ðn�kÞ!x

kð1�xÞn�kf xkð Þ;

where 0¼ x0ox1o⋯oxn ¼ 1.

Different from Bernstein polynomials (1), the partition points
xkðk¼ 0;…;nÞ of the generalized Bernstein polynomials may not
be equidistant partition, which means that Bernstein polynomials
are special cases of generalized Bernstein polynomials.

Definition 2.3 (Mo and Liu [38]). Consider an interval ½a; b�, and
subdivide it by a mesh of points corresponding to the locations of
the ducks Δ : a¼ x0ox1o⋯oxn ¼ b. A function SΔðxÞ is said to be
a polynomial spline of degree m with respect to the mesh Δ, or a
spline on Δ, if SΔðxÞ is satisfied:

(1) in each subinterval ½xk�1; xk�; ðk¼ 1;…;nÞ, SΔðxÞ coincides with
a polynomial of degree m;

(2) SðjÞΔ ðxÞ ðj¼ 0;…;m�1Þ, which are all the jth derivatives of SΔðxÞ,
are all continuous on ½a; b�.

It is well known that a spline is a sufficiently smooth poly-
nomial function that is piecewise-defined and possesses a high
degree of smoothness at the knots where the polynomial pieces
connect. In addition, if an associated set of ordinates is prescribed
as Y: y0; y1;…; yn, and the polynomial spline SΔðxÞ satisfies that
SΔðxkÞ ¼ yk ðk¼ 0;…;nÞ, then SΔðxÞ is an interpolating polynomial
spline on the mesh Δ.

Example 1. If the mesh Δ : a¼ x0ox1o⋯oxn ¼ b on ½a; b� is an
equidistant partition, which means that xk ¼ aþk � h ðk¼ 0;…;nÞ
and h¼ ðb�aÞ=n, then the typical cubic uniform spline functions
can be defined as

ΩkðxÞ ¼

1
2

����x�xk
h

����
3

� x�xk
h

� �2
þ2
3
;

����x�xk
h

����r1;

�1
6

����x�xk
h

����
3

þ x�xk
h

� �2
�2

����x�xk
h

����þ4
3
; 1o

����x�xk
h

����r2;

0;
����x�xk

h

����42:

8>>>>>>>>><
>>>>>>>>>:

If the above mesh Δ is expanded as x�1ox0ox1o⋯oxnoxnþ1,
where xk ¼ aþk � h ðk¼ �1;0;…;n;nþ1Þ and h¼ ðb�aÞ=n, then
the sequence of cubic spline functions Ωk

� � ðk¼ �1;0;…;n;nþ1Þ
forms a basis for the space of cubic polynomial spline SΔðxÞ.
Besides, for any xA ½a; b�, ΩkðxÞZ0 and ∑nþ1

k ¼ �1ΩkðxÞ ¼ 1.

In applied mathematics, generalized Bernstein polynomials and
spline functions are widely applied in many fields, such as
numerical approximation and nonlinear differential equation sol-
ving. And these two functions are also bounded non-constant
continuous functions which satisfy the condition of the activation
function in ELM. Hence, in the following, we will choose these two
functions to construct ELM fuzzy system.

Then, we take a single-input-single-output system as an example
to introduce the construction of fuzzy system. We respectively
denote X ¼ ½a; b� and Y ¼ ½c; d� as the input space and the output
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