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a b s t r a c t

Extreme Learning Machine (ELM) and its variants have been widely used for many applications due to its
fast convergence and good generalization performance. Though the distributed ELMn based on
MapReduce framework can handle very large scale training dataset in big data applications, how to
cope with its rapidly updating is still a challenging task. Therefore, in this paper, a novel Elastic Extreme
Learning Machine based on MapReduce framework, named Elastic ELM (E2LM), is proposed to cover the
shortage of ELMn whose learning ability is weak to the updated large-scale training dataset. Firstly, after
analyzing the property of ELMn adequately, it can be found out that its most computation-expensive
part, matrix multiplication, can be incrementally, decrementally and correctionally calculated. Next, the
Elastic ELM based on MapReduce framework is developed, which first calculates the intermediate matrix
multiplications of the updated training data subset, and then update the matrix multiplications by
modifying the old matrix multiplications with the intermediate ones. Then, the corresponding new
output weight vector can be obtained with centralized computing using the update the matrix
multiplications. Therefore, the efficient learning of rapidly updated massive training dataset can be
realized effectively. Finally, we conduct extensive experiments on synthetic data to verify the effective-
ness and efficiency of our proposed E2LM in learning massive rapidly updated training dataset with
various experimental settings.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Today, we are surrounded by data. People upload videos, take
pictures on their mobile phones, text friends, update their Facebook
status, leave comments around the web, and so forth. Machines,
too, are generating and keeping more and more data [1]. It is
difficult to estimate howmuch total data are stored as electronically
all over the world. For example: Facebook stored almost 10 billion
pictures, it is about 1PB; New York Stock Exchange will produce 1TB
exchange data; The Internet Archive store the data about 2PB, and it
is increasing at least in speed of 20TB data per month [2]. Thus, the
era of Big Data [3] has arrived. Big Data is known for its 4Vs [4]: V1
(Volume), it involves a great volume of data; V2 (Variety), the data
cannot be structured into regular database tables; V3 (Velocity), the
data is produced with great velocity and must be captured and
processed rapidly; V4 (Value), high commercial value but low
density value, meaning that sometimes there is a very big volume
of data to process before finding valuable needed information.

Due to the characteristics of excellent generalization perfor-
mance, little human intervene, and rapid training speed, Extreme
Learning Machine (ELM) [5–10] has recently attracted more and
more researchers' attention [11]. Because of its advantage, ELM can
be applied in many fields and displayed a significant result [12–26].
As a variant of ELM, distributed ELM (i.e. PELM [27] and ELMn [28])
based on MapReduce [29–31] can resolve the V1 (Volume) problem
of Big Data. However, it is quite common in big data classifications
that some new training data arrived, some old training data expired
and some error training data corrected. For example, a large
number of patients all over the world go to hospital every day.
Some patients’ conditions are clear and consistent, and they got
doctors’ diagnosis; other patients, whose conditions have been
changed from the last diagnosis, need to be further examined by
the doctors again; the others’ conditions are re-confirmed after the
consultation from doctors. All the above situations can result in
updates of the training dataset on Computer-Aided Diagnosis (CAD).

A simple and direct way is to retraining the ELMn [28] using the
whole training dataset. Obviously, this kind of method is time-
consuming, since the training dataset is very large. Therefore, it is
essential to improve the ELMn [28] algorithm, in order to support the
functionalities such as incremental learning, decremental learning, and
correctional learning. There is a great overlap between the old training
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dataset and the new one, if the overlapped information can be used,
the retraining cost will be reduced greatly. Therefore, in this paper, an
Elastic ELM (E2LM) is proposed to improve ELMn [28] with the abilities
of incremental learning, decremental learning, and correctional learn-
ing. The contributions of this paper can be summarized as follows.

(1) We prove theoretically that the most expensive computation
part in ELMn can be incrementally, decrementally and correc-
tionally calculated, which indicate that ELMn can be extended
to support incremental learning, decremental learning, and
correctional learning.

(2) A novel Elastic Extreme Learning Machine (E2LM) based on
MapReduce framework is proposed, which can enhance the
training performance of ELMn for handling the rapid updated
massive training dataset.

(3) Last but not least, our extensive experimental studies using
synthetic data show that our proposed E2LM can learn the rapid
updated massive training dataset effectively, which can fulfill the
requirements of many big data classification applications.

The remainder of the paper is organized as follows. Section 2
briefly introduces traditional ELM and distributed ELMn. The theore-
tical foundation and the computational details of the proposed E2LM
approach are introduced in Section 3. The experimental results are
reported in Section 4 to show the effectiveness and efficiency of our
E2LM approach. Finally, we conclude this paper in Section 5.

2. Background

In this section, we describe the background for our work, which
includes a brief overview of ELM and ELMn.

2.1. ELM

ELM [5,6] has been originally developed for single hidden-layer
feedforward neural networks (SLFNs) and then extended to the
“generalized” SLFNs where the hidden layer need not be neuron
alike [7,8]. ELM first randomly assigns the input weights and the
hidden layer biases, and then analytically determines the output
weights of SLFNs. It can achieve better generalization performance
than other conventional learning algorithms at a extremely fast
learning speed. Besides, ELM is less sensitive to user-specified
parameters and can be deployed faster and more conveniently [9,10].

For N arbitrary distinct samples ðxj; tjÞ, where xj ¼ ½xj1; xj2;…;

xjn�T ARn and tj ¼ ½tj1; tj2;…; tjm�T ARm, standard SLFNs with L hidden
nodes and activation function g(x) are mathematically modeled as

∑
L

i ¼ 1
βigiðxjÞ ¼ ∑

L

i ¼ 1
βigðwi � xjþbiÞ ¼ oj ðj¼ 1;2;…;NÞ ð1Þ

where wi ¼ ½wi1;wi2;…;win�T is the weight vector connecting the ith
hidden node and the input nodes, βi ¼ ½βi1;βi2;…;βim�T is the weight
vector connecting the ith hidden node and the output nodes, bi is the
threshold of the ith hidden node, and oj ¼ ½oj1; oj2;…; ojm�T is the jth
output vector of the SLFNs [5].

The standard SLFNs with L hidden nodes and activation func-
tion g(x) can approximate these N samples with zero error. It
means ∑L

j ¼ 1 Joj�tj J ¼ 0 and there exist βi, wi and bi such that

∑
L

i ¼ 1
βigðwi � xjþbiÞ ¼ tj ðj¼ 1;2;…;NÞ ð2Þ

The equation above can be expressed compactly as follows:

Hβ¼ T ð3Þ

where Hðw1;w2;…;wL;b1; b2;…; bL;x1; x2;…; xLÞ

¼ hij
� �¼

gðw1 � x1þb1Þ gðw2 � x1þb2Þ … gðwL � x1þbLÞ
gðw1 � x2þb1Þ gðw2 � x2þb2Þ … gðwL � x2þbLÞ

⋮ ⋮ ⋮ ⋮
gðw1 � xNþb1Þ gðw2 � xNþb2Þ … gðwL � xNþbLÞ

2
66664

3
77775
N�L

ð4Þ

β¼

β11 β12 … β1m

β21 β22 … β2m

⋮ ⋮ ⋮ ⋮
βL1 βL2 … βLm

2
66664

3
77775
L�m

and

T¼

t11 t12 … t1m
t21 t22 … t2m
⋮ ⋮ ⋮ ⋮
tN1 tN2 … tNm

2
6664

3
7775
N�m

ð5Þ

H is called the hidden layer output matrix of the neural network
and the ith column of H is the ith hidden node output with respect
to inputs x1; x2;…; xN . The smallest norm least-squares solution of
the above linear system is

β̂ ¼H†T ð6Þ
where H† is the Moore–Penrose generalized the inverse of matrix
H. Then the output function of ELM can be modeled as follows.

f ðxÞ ¼ hðxÞβ¼ hðxÞH†T ð7Þ

2.2. ELMn

The orthogonal projection method can be efficiently used in ELM
[10]: H† ¼ ðHTHÞ�1HT if HTH is nonsingular or H† ¼HT ðHHT Þ�1 if
HHT is nonsingular. According to the ridge regression theory, it
suggests that a positive value 1=λ is added to the diagonal of HTH
or HHT in the calculation of the output weights β, and the resultant
solution is stable and tends to have better generalization performance
[10]. Moreover, in big data applications, we can easily have NcL. Thus,
the size of HTH is much smaller than that of HHT , we can get

β¼ I
λ
þHTH

� ��1

HTT ð8Þ

and the corresponding output function of ELM is

f ðxÞ ¼ hðxÞβ¼ hðxÞ I
λ
þHTH

� ��1

HTT ð9Þ

Let U¼HTH, V¼HTT, and we can get,

β¼ I
λ
þU

� ��1

V ð10Þ

According to Eq. (4), we have hij ¼ gðwj � xiþbjÞ, and hT
ij ¼

hji ¼ gðwi � xjþbiÞ. Thus, we can further have,

uij ¼ ∑
N

k ¼ 1
hTikhkj ¼ ∑

N

k ¼ 1
hkihkj ¼ ∑

N

k ¼ 1
gðwi � xkþbiÞgðwj � xkþbjÞ ð11Þ

vij ¼ ∑
N

k ¼ 1
hT
iktkj ¼ ∑

N

k ¼ 1
hkitkj ¼ ∑

N

k ¼ 1
gðwi � xkþbiÞtkj ð12Þ

According to Eqs. (11) and (12), the process of calculating U and
V are both decomposable. Thus, we can use MapReduce frame-
work to speedup the computation of output weight vector β. The
process of calculating matrices U and V based on MapReduce
framework is shown in Algorithm 1 [28].

The algorithm has two classes, Class Mapper (Lines 1–20) and Class
Reducer (Lines 21–26). Class Mapper contains three methods, Initialize
(Lines 2–4), Map (Lines 5–14) and Close (Lines 15–20), while Class
Reducer only contains one method, Reduce (Lines 22–26).
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