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This paper presents a fast convex hull algorithm for a large point set. The algorithm imitates the

procedure of human visual attention derived in a psychological experiment. The merit of human visual

attention is to neglect most inner points directly. The proposed algorithm achieves a significant saving

in time and space in comparison with the two best convex hull algorithms mentioned in a latest review

proposed by Chadnov and Skvortsov in 2004. Furthermore, we propose to use an affine transformation

to solve the narrow shape problem for computing the convex hull faster.

& 2011 Elsevier B.V. All rights reserved.

1. Introduction

Convex hull is a fundamental construction for computational
geometry [1]. It makes possible solving many other problems, for
example, half-space intersection, Delaunay triangulation, linearly
separability analysis [2], image registration [3], natural computa-
tion [4], and pattern recognition [5,6]. Convex hull algorithms are
widely used in geographic information systems, and they are also
used in astrophysics data system [7].

The notion of convex hull is defined in the following ways [1]:

� Definition 1. Region D, which belongs to space E2, is called
convex if for any two points d1 and d2, which belong to D,
segment d1d2 entirely belongs to D.
� Definition 2. A convex hull of a point set S, which belongs to

space E2, is a boundary of the smallest convex region in E2,
which surrounds S.

There are two variants of the convex hull problem [8]:

� Problem 1. A set S is given in E2, which contains N points.
The task is to pick out those points, which are the vertexes of
the convex hull.
� Problem 2. A set S is given in E2, which contains N points. The

task is to build a convex hull of these points (i.e. to find the
boundary CH(S)).

Problem 2 can be easily solved by solving Problem 1. Here we
only consider Problem 1.

There are many different convex hull algorithms, for example,
Granham scan algorithm [9], Andrew algorithm [10], Quickhull
algorithm [11], and Datta and Parui’s algorithm [12]. All of the
above algorithms are widespread, while Quickhull algorithm and
Andrew algorithm are the two best algorithms in a latest review
of convex hull algorithms [8]. Recently, there are also some
studies on convex hull algorithm [13–16]. Each of the studies
made a valuable contribution to a particular field of convex hull
algorithm. A latest literature [17] proposed an algorithm com-
posed of two existing algorithms, i.e. Quickhull and Granham scan
algorithm. We call it as QuiGran algorithm below. The study
reported that QuiGran performed better than Quickhull as an
improved version of the Graham scan algorithm. The common
architecture (see Fig. 1) of convex hull algorithms can be deduced
by a more common one (see Fig. 2), with each component defined
as follows:

� Initial convex hull: The initial convex hull can be a starting
point (Granham scan algorithm), or points for partitioning
(Andrew algorithm, Quickhull algorithm). The initialization is
easy but important for the algorithm efficiency.
� Point location: Point Location can be sorting the points (Graham

scan algorithm), or locating the points to specific partitions
(Andrew algorithm, Quickhull algorithm).
� Point comparison: Point comparison is to compare the query

point with some threshold to decide whether the point is a
vertex of the convex hull. The thresholds might be different for
different algorithms, for instance, whether the angle is greater
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than or equal to p (Graham scan algorithm, Andrew algorithm)
or whether the point is inside a triangle (Quickhull algorithm).
� Renew the convex hull: The renewal of a convex hull can be

made by adding a new vertex to the original convex hull
vertex set (Graham scan algorithm), or by merging several
convex hull vertex subsets into a bigger convex hull vertex
subset or the whole convex hull vertex set (Andrew algorithm,
Quickhull algorithm).

The initialization of the convex hull can be achieved by some
simple calculations for the extreme points of the point set, e.g.
point with max x coordinate. Besides, only several points need to
be processed to renew the convex hull. Therefore, the main spent
of a convex hull algorithm is the spent of point location and point
comparison which are two basic query processes for every convex
hull algorithm. One merit of human recognition procedure is
visual attention [18]. When human tries to find the convex hull of
a point set, he or she only pays attention to the points near the
boundary. Most inner points are neglected by him or her using
the information of an initial estimation of the boundary of the
point set. The initial estimation of the boundary is achieved by the
observation of some extreme points of the point set, which also
belong to the vertex set of the convex hull of the point set. On this
account, we should use the information of the extreme points of a
point set to reduce the computation of point location and point
comparison as much as possible. However, most of the current
convex hull algorithms have not fully or efficiently utilized the
information of the extreme points of a point set. In this paper, the
proposed algorithm, i.e. the visual-attention-imitation convex
hull algorithm (VAICH), makes a big advance on the usage of
information of the extreme points of a point set.

The rest of the paper is organized as follows. Before proposing
visual-attention-imitation convex hull algorithm (VAICH), some
mathematical lemmas about convex hull are discussed in Section
2. In Section 3, our approach VAICH is proposed. In Section 4, we
establish Maximum Inscribed Circle Affine Transformation (MICAT)
to solve the narrow shape problem for computing the convex hull

faster. The experimental results about VAICH and MICAT are
presented in Section 5. Section 6 finally provides the conclusions.

2. Mathematical basis for visual-attention-imitation convex
hull algorithm

Lemma 1. Given a point set S, the centroid O of S is inside the convex

hull of S.

Proof. S¼ ½S1,S2, . . . ,Sn� is a point set. ½A1,A2, . . . ,Ah� is the vertex
set of the convex hull of S. Then, the necessary and sufficient
condition for a point A inside the convex hull is

A¼ r1A1þr2A2þ � � � þrhAh,

Xh

i ¼ 1

ri ¼ 1, riZ0: ð1Þ

From the definition of convex hull, we know that any point

from point set S is inside the convex hull, that is

Si ¼ ri1 A1þri2 A2þ � � � þrih Ah,

Xh

j ¼ 1

rij ¼ 1, rij Z0, i¼ 1;2, . . . ,n: ð2Þ

If O is the centroid of the point set S

O¼ ðS1þS2þ � � � þSnÞ=n: ð3Þ

ð2Þ&ð3Þ )
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rji
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Z0,

Xh

i ¼ 1
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0
@
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A¼ 1=n

Xn

j ¼ 1

Xh

i ¼ 1

rji ¼ 1: & ð4Þ

Since (4) satisfies (1), O is inside the convex hull.

Lemma 2. Let E be a point of a point set S, and O be the centroid of S,
A and B be two vertexes of the convex hull of S, and the direction from

O to E intersect with the segment AB at point D. If segment OE is

shorter than the distance from O to AB then E is strictly inside the

convex hull of S.

Proof. From the definition of convex hull, the segment AB

entirely belongs to the convex region. Since D is a point of the
segment AB, D is inside the convex hull. From Lemma 1, we also
know that the centroid O is inside the convex hull. Therefore, the
segment OD entirely belongs to the convex region (see Fig. 3). If
segment OE is shorter than the distance from O to AB, OE is
shorter than the segment OD. Because D is a point on the direction
from O to E and OE is shorter than the segment OD, E is inside the

Fig. 1. The common architecture of a convex hull algorithm.

Fig. 2. The common architecture of solving a problem.

Fig. 3. The locations of points in Lemmas 2 and 3.
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