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a b s t r a c t

In this paper, a finite-time lag synchronization of coupled neural networks with time delay is
investigated. By means of the Lyapunov stability theory, a feedback controller is designed for achieving
lag synchronization between two delayed neural networks systems in finite time. Paper extends some
basic results from the area of finite time to time-delay systems. Numerical simulations on coupled Lu
neural systems illustrate the effectiveness of the results.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Since the seminal works of Pecora and Carroll [1,2], synchro-
nization of chaotic systems has been extensively investigated due
to their successful application in many areas, such as communica-
tion, modeling brain activity, signal processing, combinatorial
optimization and so on. Different kinds of synchronization includ-
ing complete, lag, projective, generalized, phase, and anticipated
synchronization have been proposed [1–9]. In lag synchronization,
there is an exact time shift between master and slave systems
[10–12]. In Ref. [10], the authors proposed the lag synchronization
of Cohen–Grossberg neural networks with discrete delays. The lag
synchronization problem of fuzzy cellular neural networks with
time-varying delays was obtained using a nonlinear measure
method [11]. In Ref. [12], the authors studied the lag synchroniza-
tion of 3D chaotic delayed neural networks via impulsive control.
Several new impulsive control laws were obtained by using the
stability theory of impulsive functional differential. Recently, we
investigated the lag synchronization of coupled delayed systems
with parameter mismatches [13]. We also estimated the error
bound of the lag synchronization by rigorous theoretical analysis.

On the other hand, in some practical situations, stabilization
and synchronization should be achieved in finite time. So, it is
necessary to make a study for finite-time synchronization. Some

authors have investigated synchronization based on finite-time
stability theory [14,15]. The finite-time synchronization of dynami-
cal networks with complex-variable chaotic systems is investigated
[14]. In Ref. [15], the authors showed how to obtain finite-time
stabilization of linear systems with delays in the input by using an
extension of Artstein's model reduction to nonlinear feedback. In
Ref. [16], the authors studied the finite-time synchronization
problem for linearly coupled complex networks with discontinuous
non-identical nodes. In Ref. [17], the authors proposed the finite-
time synchronization between two complex networks with non-
delayed and delayed coupling by using the impulsive control and
the periodically intermittent control. The authors of [18] investi-
gated bounded synchronization of coupled discrete time varying
stochastic complex networks over a finite horizon. They designed
a state estimator to estimate the network states such that the
dynamics of the estimation error was bounded in an H1sense.
To the best of our knowledge, there are few reports on the program
of finite-time synchronization of delayed neural networks. In this
paper, we shall deal with the analysis issue for finite-time lag
synchronization of neural networks with time delay. A general
theoretical result involving the Lyapunov functional gives a general
sufficient condition for the finite-time synchronization of delayed
neural networks and two examples are addressed.

The rest of the paper is organized as follows. In the next section,
we formulate the problem of lag synchronization of coupled neural
networks. In Section 3, a general scheme for the finite-time lag
synchronization is presented. Numerical simulations are given in
Section 4. Finally, conclusions are given in Section 5.

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/neucom

Neurocomputing

http://dx.doi.org/10.1016/j.neucom.2014.02.050
0925-2312/& 2014 Elsevier B.V. All rights reserved.

n Corresponding author.
E-mail address: licd@cqu.edu.cn (C. Li).

Neurocomputing 139 (2014) 145–149

www.sciencedirect.com/science/journal/09252312
www.elsevier.com/locate/neucom
http://dx.doi.org/10.1016/j.neucom.2014.02.050
http://dx.doi.org/10.1016/j.neucom.2014.02.050
http://dx.doi.org/10.1016/j.neucom.2014.02.050
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2014.02.050&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2014.02.050&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2014.02.050&domain=pdf
mailto:licd@cqu.edu.cn
http://dx.doi.org/10.1016/j.neucom.2014.02.050


2. Problem formulation and preliminaries

In this paper, we consider the chaotic cellular neural networks
described by

_xiðtÞ ¼ �cixiðtÞþ ∑
n

j ¼ 1
aijf jðxjðtÞÞþ ∑

n

j ¼ 1
bijgjðxjðt�τÞÞ; i¼ 1; 2; 3;…;n; t40;

xiðtÞ ¼ φiðtÞ; �τrtr0;
:

8><
>:

ð1Þ

Or, in a compact form

_xðtÞ ¼ CxðtÞþAf ðxðtÞÞþBgðxðt�τÞÞ; t40;
xðtÞ ¼ φðtÞ; �τrtr0;

(
ð2Þ

where xðtÞ ¼ ½x1ðtÞ; x2ðtÞ; …; xnðtÞ�T ARn denotes the state vector,
C; A; and BARm�m are constant matrices, f ðxðtÞÞ ¼ ½f 1ðx1ðtÞÞ;
f 2ðx2ðtÞÞ; …f nðxnðtÞÞ�T ARn, gðxðtÞÞ ¼ ½g1ðx1ðtÞÞ; g2ðx2ðtÞÞ; …gnðxn
ðtÞÞ�T ARn, τ is the time delay, and f ; g : Rm-Rm are nonlinear
functions satisfying the Lipstchiz condition, namely, there exist
positive constants Lf , Lg such that, for all xi; yiARn,

f iðxiÞ� f iðyiÞ
�� ��rLf xi�yi

�� ��; giðxiÞ�giðyiÞ
�� ��rLg xi�yi

�� ��:
Consider the corresponding slave system given in the following

form:

_yðtÞ ¼ CyðtÞþAf ðyðtÞÞþBgðyðt�τÞÞþuðtÞ; t40;
yðtÞ ¼ ψðtÞ; �τrtr0;

(
ð3Þ

where yðtÞARn denotes the state vector, C; A; and BARn�n are
constant matrices, and uðtÞ denotes the feedback control defined
as follows:

uðtÞ ¼ �k1ðyðtÞ�xðt�θÞÞ�λsignðyðtÞ�xðt�θÞÞ ðyðtÞ�xðt�θÞÞ
�� ��η

�λ

Z t

t� τ
ðyðsÞ�xðs�θÞÞT ðyðsÞ�xðs�θÞÞds

� �1þ η
2 yðtÞ�xðt�θÞ

‖yðtÞ�xðt�θÞ‖2
� �

ð4Þ
where ðyðtÞ�xðt�θÞÞ

�� ��η ¼ ð ðy1ðtÞ�x1ðt�θÞÞ
�� ��η; …; ðynðtÞ�xnðt�

��
θÞÞjηÞT , λ40; 0oηo1 are all constants, k1denotes control strength,
θ be the transmittal delay, and

signðyðtÞ�xðt�θÞÞ ¼ diagðsignðy1ðtÞ�x1ðt�θÞÞ; …; signðynðtÞ�xnðt�θÞÞÞ:

Defining the lag synchronization error between systems (2)
and (3) as eðtÞ ¼ yðtÞ�xðt�θÞ, we have the following error dyna-
mical system:

_eðtÞ ¼ _yðtÞ� _xðt�θÞ
¼ CyðtÞþAf ðyðtÞÞþBgðyðt�τÞÞþuðtÞ

�ðCxðt�θÞþAf ðxðt�θÞÞþBgðxðt�τ�θÞÞÞ
¼ CeðtÞþAf ðyðtÞÞ�Af ðxðt�θÞÞþBgðyðt�τÞÞ �Bgðxðt�τ�θÞÞ

�k1ðyðtÞ�xðt�θÞÞ�λsignðyðtÞ�xðt�θÞÞ ðyðtÞ�xðt�θÞÞ
�� ��η

�λ

Z t

t� τ
eðsÞTeðsÞds

� �1þ η
2 eðtÞ

‖eðtÞ‖2
� �

: ð5Þ

Definition 1. The master system (2) and the slave system (3) are
said to be lag synchronization in finite time if there exists a
constant T40such that
lim
t-T

‖eðtÞ‖¼ lim
t-T

‖yðtÞ�xðt�θÞ‖¼ 0 and ‖eðtÞ‖¼ 0 if t4T : ð6Þ

Lemma 1. Assume that a continuous, positive definite function VðtÞ
satisfies the following differential inequality:

_VðtÞr�λV ηðtÞ; 8 tZt0; V ðt0ÞZ0; ð7Þ

where λ40; 0oηo1are all constants. Then, for any given t0, VðtÞ
satisfies the following inequality:

V1� ηðtÞrV1� ηðt0Þ�λð1�ηÞðt�t0Þ; t0rtrt1; ð8Þ
and VðtÞ ¼ 0; 8 tZT , with t1 given by

T ¼ t0þ
V1� ηðt0Þ
λð1�ηÞ : ð9Þ

Lemma 2. ([19]): Given any real matrices Σ1,Σ2,Σ3of appropriate
dimensions and a scalar s40, such that 0oΣ3 ¼ Σ3

T . Then the
following inequality holds:

Σ1
TΣ2þΣ2

TΣ1rsΣ1
TΣ3Σ1þs�1Σ2

TΣ3
�1Σ2:

We now state our main results

3. Finite-time lag synchronization

This section addresses the finite-time lag synchronization
problem of coupled neural networks.

Theorem 1. Suppose that there exist constants s1; s2, the coupling
strength k1,k2, time delay θ such that

(i) .CþCT �2k1Iþs1AA
T þs1�1Lf þs2BB

T þk2Ir0;
(ii) .s2�1Lg�k2r0:

Then, the lag synchronization error system eðtÞ is globally
finite-time stability, and the lag synchronization between system
(2) and system (3) can be obtained in a finite time, and the finite
time is estimated by

T ¼ t0þV1�ð1þηÞ=2ðt0Þ=2λð1�ð1þηÞ=2Þ

Proof. Consider the following Lyapunov function:

VðtÞ ¼ eðtÞTeðtÞþ
Z t

t� τ
k2eðsÞTeðsÞds: ð10Þ

The derivative of Eq. (10) with respect to time t along the
trajectories of system (5) is calculated and estimated as follows:

_VðtÞ ¼ eðtÞT _eðtÞþ _eðtÞTeðtÞþk2eðtÞTeðtÞ�k2eðt�τÞTeðt�τÞ
¼ eðtÞT

�
CyðtÞþAf ðyðtÞÞþBgðyðt�τÞÞ�Cxðt�θÞ�Af ðxðt�θÞÞ

�Bgðxðt�τ�θÞÞ�k1eðtÞ�λ

Z t

t� τ
eðsÞTeðsÞds

� �1þ η=2 eðtÞ
‖eðtÞ‖2
� �

�λsignðeðtÞÞ eðtÞ
�� ��η�þ�CyðtÞþAf ðyðtÞÞþBgðyðt�τÞÞ

�Cxðt�θÞ �Af ðxðt�θÞÞ�Bgðxðt�τ�θÞÞ

�k1eðtÞ�λ

Z t

t� τ
eðsÞTeðsÞds

� �1þ η=2 eðtÞ
‖eðtÞ‖2
� �

�λsignðeðtÞÞ eðtÞ
�� ��η�TeðtÞ

þk2eðtÞTeðtÞ�k2eðt�τÞTeðt�τÞ
¼ eðtÞT ½CþCT �2k1I�eðtÞþeðtÞT ½Af ðyðtÞÞ�Af ðxðt�θÞÞ�
þ½Af ðyðtÞÞ�Af ðxðt�θÞÞ�TeðtÞþeðtÞT ½Bgðyðt�τÞÞ
�Bg xðt�τ�θÞð Þ� þ½Bgðyðt�τÞÞ�Bgðxðt�τ�θÞÞ�TeðtÞ
�λeðtÞT signðeðtÞÞ eðtÞ

�� ��η�λ½signðeðtÞÞ eðtÞ
�� ��η�TeðtÞ

�2λ
Z t

t� τ
eðsÞTeðsÞds

� �1þ η=2 eðtÞTeðtÞ
‖eðtÞ‖2

 !

þk2eðtÞTeðtÞ�k2eðt�τÞTeðt�τÞ

Using Lemma 2, we have the following estimation:

eðtÞT ½Af ðyðtÞÞ�Af ðxðt�θÞÞ�þ½Af ðyðtÞÞ�Af ðxðt�θÞÞ�TeðtÞ
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