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a b s t r a c t

The fuzzy c-partition entropy approach for threshold selection is an effective approach for image

segmentation. The approach models the image with a fuzzy c-partition, which is obtained using

parameterized membership functions. The ideal threshold is determined by searching an optimal

parameter combination of the membership functions such that the entropy of the fuzzy c-partition is

maximized. It involves large computation when the number of parameters needed to determine the

membership function increases. In this paper, a recursive algorithm is proposed for fuzzy 2-partition

entropy method, where the membership function is selected as S-function and Z-function with three

parameters. The proposed recursive algorithm eliminates many repeated computations, thereby

reducing the computation complexity significantly. The proposed method is tested using several real

images, and its processing time is compared with those of basic exhaustive algorithm, genetic

algorithm (GA), particle swarm optimization (PSO), ant colony optimization (ACO) and simulated

annealing (SA). Experimental results show that the proposed method is more effective than basic

exhaustive search algorithm, GA, PSO, ACO and SA.

Crown Copyright & 2011 Published by Elsevier B.V. All rights reserved.

1. Introduction

Image segmentation is an important step in a middle-level
image processing. It can be used in various image-processing
applications such as object tracking [1], character recognition [2],
document analysis [3], visual inspection of defects [4], etc. Image
thresholding is a popular tool for image segmentation. It is
essentially a classification problem, pixels whose gray value is
greater than the given threshold value are classified to one class,
otherwise, classified into another class. In the past years, many
automatic threshold selection methods have been proposed by
optimizing a certain criterion function such as between-class
variance [5], information entropy [6–9], classification error [10]
and so on. It is believed that there exist fuzziness and uncertainty
in image processing. Owing to this fact, fuzzy set theory was
adopted by several authors for image segmentation purpose. In
[11], Cheng et al. proposed a new automatic threshold selection
method based on the concept of fuzzy c-partition. In Cheng’s
method, two fuzzy sets for object and background were defined
using parameterized membership function. The two fuzzy sets
form a fuzzy 2-partition of the image. The selection of optimal

threshold was converted to find the best parameters of the
membership function such that the entropy of fuzzy c-partition
is maximized. In [12,13], Cheng extended the own method to
two-dimension case. Zhao et al. [14] proposed another threshold
selection method based on probability partition and fuzzy
3-partition. On the basis of Zhao’s method, Tao adopted another
definition of fuzzy entropy [15,16], which is similar to Kapur’s
definition of entropy [17].

Though the fuzzy c-partition entropy approach can result in
better segmentation than existing methods, however, the com-
putation burden of these methods is very large because the search
space increases when the number of parameters of the member-
ship function increases. For example, if the membership function
has three parameters and the image have 256 gray level, the
search space is close to 2563

¼16 777 216. Such procedure is
characterized by high computation cost. To alleviate computation
difficulty, many researchers resort to intelligent optimization
methods such as genetic algorithm [15], simulated annealing
[11], particle swarm optimization [18] and ant colony optimiza-
tion [16]. Nevertheless, it can not guarantee that the global
optimization can be obtained using intelligent optimization
methods. In other words, optimal segmentation results can not
be guaranteed. One effective strategy to reduce the computation
burden is to eliminate the repeated computations in search
process. Based on this idea, Benabdelkader and Boulemden [19]
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proposed a recursive algorithm for 2-level thresholding based on
fuzzy 2-partition, where the membership function is a trapezium
function with two parameters.

In this paper, we propose a fast recursive algorithm for
thresholding method based on fuzzy c-partition and probability
partition. The membership functions are S-function and Z-func-
tion with three parameters, which are utilized by several authors
[14–16]. The proposed recursive algorithm eliminates much
repeated computations, thus the computation complexity reduces
dramatically. The rest of the papers is organized as follows.
Section 2 presents an overview of fuzzy 2-partition entropy
approach. In Section 3, the proposed recursive algorithm are
described in details. In Section 4, we evaluate the performance
of the proposed recursive algorithm using some images. Finally,
conclusions are presented in Section 5.

2. Thresholding method based on fuzzy 2-partition entropy

Let I be a function which describes an image having 256 gray
levels ranging from 0 to 255, I(x, y) is a value of this function in
pixel with coordinates (x, y). The number of pixels with gray level
k is denoted as fk, then, the probability of the occurrence of the
gray level k in the image is

pðkÞ ¼ fk=N, ð1Þ

where N is the total of the pixels.
For segmentation purpose, the image is modeled by two fuzzy

sets, i.e., dark and bright. The membership functions for these two
fuzzy sets are defined as

mdðkÞ ¼ Zðk; a,b,cÞ ¼
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where 0oarbrc, k is the independent variable, a, b, and c are
parameters determining the shape of the above two membership
functions as shown in Fig. 1.

Obviously, mdðkÞ ¼ 1�mbðkÞ. Hence, mdðkÞ and mbðkÞ is fuzzy
2-partition of the image [11]. The probabilities of the two fuzzy
events dark and bright are defined as

Pd ¼
X255

k ¼ 0

mdðkÞpðkÞ, ð4Þ

Pb ¼
X255

k ¼ 0

mbðkÞpðkÞ: ð5Þ

The fuzzy entropy of the fuzzy 2-partition is given by

Hða,b,cÞ ¼�PdlogðPdÞ�PblogðPbÞ: ð6Þ

Since different combination of (a, b, c) corresponds to different
fuzzy 2-partition, so, the fuzzy entropy varies along with three
parameters a, b, c. We can find an optimal combination of (a, b, c)

such that the fuzzy entropy H(a, b, c) has maximum value, i.e.,

ðan,bn,cnÞ ¼ argmaxHða,b,cÞ, k¼ 0,1, . . . ,255: ð7Þ

Then, the most appropriate threshold T can be computed as

mdðTÞ ¼ mbðTÞ ¼ 0:5: ð8Þ

As is shown in Fig. 1, threshold T is the point of intersection of md

and mb. According to Eqs. (2) and (3), the solution is given as

T ¼
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However, finding the optimal combination of (a, b, c) is not an
easy work. Since a, b and c may take values from {0,1,2,y,255},
the search space of parameters combination (a, b, c) is close to
2563. Such procedure is characterized by high computation cost.
In the following section, we propose a recursive algorithm to find
the optimal combination of (a, b, c).

3. The proposed recursive algorithm

In the basic fuzzy 2-partition entropy approach, for each pair
of (a, b, c), mdðkÞ and mbðkÞ, Pb and Pd are calculated from (0,1,2) to
(253,254,255). It takes too much repetitive calculation to obtain
these quantities.

According to Eqs. (4) and (5), the probability of the fuzzy set
dark can be written as

Pd ¼ 1�Pb, ð10Þ

and the entropy of the fuzzy 2-partition can be described as

Hða,b,cÞ ¼ �logð1�PbÞþPblog
1�Pb

Pb

� �
: ð11Þ

Therefore, only the probability of the fuzzy set bright will be
computed to calculate the entire entropy of the fuzzy 2-partition.

Substituting Eq. (3) into Eq. (5), the probability of the fuzzy set
bright is calculated as

Pb ¼
1

ðc�aÞðb�aÞ

Xb

k ¼ aþ1

ðk�aÞ2pðkÞ

�
1
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Xc

k ¼ bþ1

ðk�cÞ2pðkÞ�
Xb

k ¼ 0

pðkÞþ1: ð12Þ

Eq. (12) includes four parts and the first three parts involves a
sum operation. In the following, we show that the first three parts
of Eq. (12) can be calculated in a recursive manner.

Fig. 1. The plot of membership function with (a, b, c)¼(71, 139, 243).
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