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a b s t r a c t

In this paper, a six-neuron BAM neural network model with discrete delays is considered. By analyzing the

associated characteristic transcendental equation, the linear stability of the model is investigated and

Hopf bifurcation is demonstrated. Some explicit formulae determining the stability and the direction of

the Hopf bifurcation periodic solutions bifurcating from Hopf bifurcations are obtained by using the

normal form method and center manifold theory. Finally, numerical simulations supporting the

theoretical analysis are given.

& 2010 Elsevier B.V. All rights reserved.

1. Introduction

Recently, the dynamics properties (including stable, unstable,
oscillatory and chaotic behavior) of neural networks with delays
have attracted great attention of many researchers because of the
successful application of neural networks to many fields such as
intelligent control, optimization solvers, associative memories (or
pattern recognition) etc., and many excellent and interesting
results have been obtained (see [2–4,7,17–22]). It is well known
that neural networks are complex and large-scale nonlinear
dynamical systems, while the dynamics of the delayed neural
networks are even rich and more complicated [6]. In order to obtain
a deep and clear understanding of the dynamics of neural networks,
many researchers have focused on the studying of simple systems.
One of usual ways is to investigate the delayed neural network
models with two, three or four neurons, see [2,5,11,
12–14,16]. It is expected that we can gain some light for our
understanding about the large networks by discussing the
dynamics of two, three or four neurons networks (see [8–10]
and the references cited therein). But there are inevitably some
complicated problems if the simplified networks are carried over to
large-scale networks, for example, the characteristic equation and

the bifurcating periodic solutions are very complicated. So it is
necessary to investigate the large-scale neural networks them-
selves. It is known to all that the delayed bidirectional associative
memory neural network is described by the following system:

_xiðtÞ ¼�mixiðtÞþ
Xm

j ¼ 1

cjifiðyjðt�tjiÞÞþ Ii, i¼ 1,2, . . . ,n,

_yjðtÞ ¼�njyjðtÞþ
Xn

i ¼ 1

dijgjðxiðt�nijÞÞþ Jj, j¼ 1,2, . . . ,m,

8>>>>><
>>>>>:

ð1:1Þ

where cji, dij (i¼1,2,y,n; j¼1,2,y,m) are the connection weights
through neurons in two layers: the I-layer and J-layer; mi and nj

describe the stability of internal neuron processes on the I-layer
and J-layer, respectively. On the I-layer, the neurons whose states
are denoted by xi(t) receive the inputs Ii and the inputs outputted by
those neurons in the J-layer via activation functions fi, while on the
J-layer, the neurons whose associated states are denoted by yj(t)
receive the inputs Jj and the inputs outputted by those neurons in
the I-layer via activation functions gj (see [23]).

In [16], Yu and Cao studied the following differential equations
with delay:

_x1ðtÞ ¼�m1x1ðtÞþc11f11ðy1ðt�t3ÞÞþc12f12ðy2ðt�t3ÞÞ,

_x2ðtÞ ¼�m2x2ðtÞþc21f21ðy1ðt�t4ÞÞþc22f22ðy2ðt�t4ÞÞ,

_y1ðtÞ ¼ �m3y1ðtÞþd11g11ðx1ðt�t1ÞÞþd12g12ðx2ðt�t2ÞÞ,

_y2ðtÞ ¼ �m4y2ðtÞþd21g21ðx1ðt�t1ÞÞþd22g22ðx2ðt�t2ÞÞ

8>>>><
>>>>:

ð1:2Þ
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and obtain the condition of the existence of Hopf bifurcation, a
formula for determining the direction of the Hopf bifurcation and
the stability of bifurcating periodic solutions.

Motivated by the paper [16] and considering that when the
number of neurons is large, the simplified model can reflect the
really large neural networks more closely, we assume that there
are three neurons in the I-layer and J-layer, respectively. Then we
obtain the following six dimensional delayed bidirectional asso-
ciative memory neural network:

_x1ðtÞ ¼�m1x1ðtÞþc11f11ðy1ðt�t4ÞÞþc12f12ðy2ðt�t4ÞÞþc13f13ðy3ðt�t4ÞÞ,

_x2ðtÞ ¼�m2x2ðtÞþc21f21ðy1ðt�t5ÞÞþc22f22ðy2ðt�t5ÞÞþc23f23ðy3ðt�t5ÞÞ,

_x3ðtÞ ¼�m3x3ðtÞþc31f31ðy1ðt�t6ÞÞþc32f32ðy2ðt�t6ÞÞþc33f33ðy3ðt�t6ÞÞ,

_y1ðtÞ ¼�m4y1ðtÞþc41f41ðx1ðt�t1ÞÞþc42f42ðx2ðt�t2ÞÞþc43f43ðx3ðt�t3ÞÞ,

_y2ðtÞ ¼�m5y2ðtÞþc51f51ðx1ðt�t1ÞÞþc52f52ðx2ðt�t2ÞÞþc53f53ðx3ðt�t3ÞÞ,

_y3ðtÞ ¼�m6y3ðtÞþc61f61ðx1ðt�t1ÞÞþc62f62ðx2ðt�t2ÞÞþc63f63ðx3ðt�t3ÞÞ:

8>>>>>>>>><
>>>>>>>>>:

ð1:3Þ

In this paper, we consider the model (1.3). In order to establish
the main results for model (1.3), it is necessary to make the
following assumptions:

ðH1Þ fijACk,fijð0Þ ¼ 0 ði¼ 1,2,3,4,5,6; j¼ 1,2,3; k¼ 1,2,3, . . .Þ:

ðH2Þ t1þt4 ¼ t2þt5 ¼ t3þt6 ¼ t:

The purpose of this paper is to discuss the stability and the
properties of Hopf bifurcation of model (1.3). We would like to
mention that there are few papers related to the high dimensional
neural networks system with multiple delays. To the best of our
knowledge, it is the first time to deal with the dynamical properties
of six dimensional neural networks, especially the properties of
Hopf bifurcation.

This paper is organized as follows. In Section 2, the stability of
the equilibrium and the existence of Hopf bifurcation at the
equilibrium are studied. In Section 3, the direction of Hopf
bifurcation and the stability and periodic of bifurcating periodic
solutions on the center manifold are determined. In Section 4,
numerical simulations are carried out to illustrate the validity of
the main results. Some main conclusions are drawn in Section 5.

2. Stability of the equilibrium and local Hopf bifurcations

Let

u1ðtÞ ¼ x1ðt�t1Þ,

u2ðtÞ ¼ x2ðt�t2Þ,

u3ðtÞ ¼ x3ðt�t3Þ,

u4ðtÞ ¼ y1ðtÞ,

u5ðtÞ ¼ y2ðtÞ,

u6ðtÞ ¼ y3ðtÞ,

8>>>>>>>>><
>>>>>>>>>:

ð2:1Þ

then system (1.3) takes the following equivalent form

_u1ðtÞ ¼�m1u1ðtÞþc11f11ðu4ðt�tÞÞþc12f12ðu5ðt�tÞÞþc13f13ðu6ðt�tÞÞ,
_u2ðtÞ ¼�m2u2ðtÞþc21f21ðu4ðt�tÞÞþc22f22ðu5ðt�tÞÞþc23f23ðu6ðt�tÞÞ,
_u3ðtÞ ¼�m3u3ðtÞþc31f31ðu4ðt�tÞÞþc32f32ðu5ðt�tÞÞþc33f33ðu6ðt�tÞÞ,
_u4ðtÞ ¼�m4u4ðtÞþc41f41ðu1ðtÞÞþc42f42ðu2ðtÞÞþc43f43ðu3ðtÞÞ,

_u5ðtÞ ¼�m5u5ðtÞþc51f51ðu1ðtÞÞþc52f52ðu2ðtÞÞþc53f53ðu3ðtÞÞ,

_u6ðtÞ ¼�m6u6ðtÞþc61f61ðu1ðtÞÞþc62f62ðu2ðtÞÞþc63f63ðu3ðtÞÞ:

8>>>>>>>>><
>>>>>>>>>:

ð2:2Þ

By the hypothesis (H1), it is easy to see that (2.2) has a unique
equilibrium u*(0, 0, 0, 0, 0, 0). Under the hypotheses (H1) and (H2),

the linear equation of (2.2) at u*(0, 0, 0, 0, 0, 0) takes the form

_u1ðtÞ ¼�m1u1ðtÞþa11u4ðt�tÞþa12u5ðt�tÞþa13u6ðt�tÞ,
_u2ðtÞ ¼�m2u2ðtÞþa21u4ðt�tÞþa22u5ðt�tÞþa23u6ðt�tÞ,
_u3ðtÞ ¼�m3u3ðtÞþa31u4ðt�tÞþa32u5ðt�tÞþa33u6ðt�tÞ,
_u4ðtÞ ¼�m4u4ðtÞþa41u1ðtÞþa42u2ðtÞþa43u3ðtÞ,

_u5ðtÞ ¼�m5u5ðtÞþa51u1ðtÞþa52u2ðtÞþa53u3ðtÞ,

_u6ðtÞ ¼�m6u6ðtÞþa61u1ðtÞþa62u2ðtÞþa63u3ðtÞ,

8>>>>>>>>><
>>>>>>>>>:

ð2:3Þ

where aij ¼ cijf uijð0Þ ði¼ 1,2,3,4,5,6, j¼ 1,2,3Þ. Then the associated
characteristic equation of (2.3) is

det

lþm1 0 0 �a11e�lt �a12e�lt �a13e�lt

0 lþm2 0 �a21e�lt �a22e�lt �a23e�lt

0 0 lþm3 �a31e�lt �a32e�lt �a33e�lt

�a41 �a42 �a43 lþm4 0 0

�a51 �a52 �a53 0 lþm5 0

�a61 �a62 �a63 0 0 lþm6

0
BBBBBBBBB@

1
CCCCCCCCCA
¼ 0

ð2:4Þ

which leads to the following form:

p1ðlÞþp2ðlÞe�ltþp3ðlÞe�2ltþp4ðlÞe�3lt ¼ 0, ð2:5Þ

where p1ðlÞ,p2ðlÞ,p3ðlÞ,p4ðlÞ are defined by Appendix A.
Multiplying elt on both sides of (2.5), it is easy to obtain

p1ðlÞeltþp2ðlÞþp3ðlÞe�ltþp4ðlÞe�2lt ¼ 0: ð2:6Þ

Let l¼ io0, t¼ t0, and substituting this into (2.6), for the sake of
simplicity, denoteo0 and t0 byo,t, respectively, then (2.6) becomes

ðA1þ iB1Þðcosotþ isinotÞþA2þ iB2þðA3þ iB3Þ

�ðcosot�isinotÞþA4ðcos2ot�isin2otÞ ¼ 0, ð2:7Þ

where

Ai ¼ RefpiðioÞg, Bi ¼ ImfpiðioÞg, ði¼ 1,2,3,4Þ: ð2:8Þ

Separating the real and imaginary parts, we have

ðA1þA3ÞcosotþðB3�B1ÞsinotþA2 ¼�A4cos2ot, ð2:9Þ

ðB1þB3ÞcosotþðA1�A3ÞsinotþB2 ¼ A4sin2ot: ð2:10Þ

Squaring both sides of (2.9) and (2.10), and adding them up gives

½ðA1þA3ÞcosotþðB3�B1ÞsinotþA2�
2

þ½ðB1þB3ÞcosotþðA1�A3ÞsinotþB2�
2 ¼ A2

4: ð2:11Þ

According to sinot¼ 7
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�cos2ot
p

, we consider the two cases:
(I) If sinot¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�cos2ot
p

, then (2.11) takes the following form:

½ðA1þA3ÞcosotþðB3�B1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�cos2ot

p
þA2�

2

þ½ðB1þB3ÞcosotþðA1�A3Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�cos2ot

p
þB2�

2 ¼ A2
4: ð2:12Þ

It is easy to see that (2.12) is equivalent to

q1cos4otþq2cos3otþq3cos2otþq4cosotþq5 ¼ 0, ð2:13Þ

where

q1 ¼ ½2ðA1þA3ÞðB3�B1Þþ2ðB1þB3ÞðA1�A3Þ�
2þ½4ðA1A3þB1B3Þ�

2,

q2 ¼ 2f½2ðA1þA3ÞðB3�B1Þþ2ðB1þB3ÞðA1�A3Þ�½2A2ðB3�B1Þ

þ2B2ðA1�A3Þ�þ½2A2ðB3�B1Þþ2B2ðA1�A3Þ�½4ðA1A3þB1B3Þ�g,

q3 ¼ ½2A2ðA1þA3Þþ2B2ðB1þB3Þ�
2þ½2A2ðB3�B1Þþ2B2ðA1�A3Þ�

2

�½2ðA1þA3ÞðB3�B1Þþ2ðB1þB3ÞðA1�A3Þ�
2

�2½A2
4þB2

4�A2
2�B2

2�ðB3�B1Þ
2
�ðA1�A3Þ

2
�½4ðA1A3þB1B3Þ�,
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