
Neurocomputing 70 (2007) 2009–2016

Temporal pattern identification using spike-timing dependent plasticity
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Abstract

This paper addresses the question of the functional role of the dual application of positive and negative Hebbian time dependent

plasticity rules, in the particular framework of reinforcement learning tasks. Our simulations take place in a recurrent network of spiking

neurons with inhomogeneous synaptic weights.

A spike-timing dependent plasticity (STDP) rule is combined with its ‘‘opposite’’, the ‘‘anti-STDP’’. A local regulation mechanism

moreover maintains the postsynaptic neuron in the vicinity of a reference frequency, which forces the global dynamics to be maintained

in a softly disordered regime.

This approach is tested on a simple discrimination task which requires short-term memory: temporal pattern classification. We show

that such temporal patterns can be categorised, and present tracks for future improvements.

r 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Since the first observations of synaptic plasticity [3], the
measurement techniques have considerably grown up.
Important interest has recently come over the fine
dependence on the timing of spike arrival in the synaptic
potentiation or depression phenomena. Those time depen-
dent mechanisms have been popularised as ‘‘spike-timing
dependent plasticity’’ (STDP), and various models and
implementations have been proposed. It can be noticed,
however, that both ‘‘positive’’ and ‘‘negative’’ spike-timing
dependences have been observed, depending both on the
animal and on the location. At the present time, too few
measurements have been made for an exhaustive descrip-
tion of the spike-timing dependent rules to be given.

More generally, the biological mechanisms of knowledge
acquisition and memory formation remain at a very early
stage of understanding. We propose in the present paper to
explore the mechanism of a dual application of STDP and
anti-STDP for the realisation of a classification task in an

artificial neural network. The idea is to use the spontaneous
capacity of random recurrent neural networks to form
complex patterns of activity, and to use STDP and anti-
STDP mechanisms as positive and negative reward to
‘‘shape’’ those patterns of activity in order to fulfill at best
the external constraints.
Our paper is organised in the following way. The second

section gives the model of neuron, the STDP rule, and the
structure of the network we simulate. The third section
presents some basic features on the effect of STDP and
anti-STDP on the local and global neuronal dynamics.
In the fourth section, we present the simulation results of
the main learning task we use: a temporal sequences
classification task. The fifth section gives our conclusions
and tracks in terms of biological plausibility and future
improvements.

2. Neuron and network models

We are mainly interested in the group behaviour of
artificial neurons. For that, we simulate rather simple and
classical models of integrate-and-fire neurons.
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2.1. Neuron model

The model of neuron we use is the leaky integrate-and-
fire [13]. This well-known model does not fulfill every
biological constraint, but reasonably models the temporal
behaviour of spiking neurons. It is easy to implement, and
thus allows the simulation of large networks on long
periods of time.

We actually use a discrete implementation of this model
where a time step roughly corresponds to 1ms. The
membrane potential of neuron i at step t is given by

uiðtÞ ¼ guiðt� 1Þ þ
XN

j¼1

wijdðt� TjÞ, (1)

where g is the neuron’s leak, wij the synaptic weight from
neuron j to neuron i, Tj the date of the last EPSP arrival
from neuron j, and d is the discrete Dirac.

If uiðtÞ4yiðtÞ, the neuron fires, and its potential is reset to
its resting potential 0. In our model the threshold is noisy:
yiðtÞ is given by a Gaussian process of mean ȳ ¼ 1:0 and
standard deviation sy ¼ 0:2.

2.2. Learning rule

Our synaptic update rule is a particular implementation
of the STDP [2], where the long-term potentiation is
additive while long-term depression is multiplicative [14].
The weight change Dw depends on the temporal difference

Dt ¼ tpre � tpost between the pre-synaptic EPSP arrival and
the post-synaptic spike. The weight change is given by
Dw ¼ F ðDtÞ with

F ðDtÞ ¼
Aþa eDt=t if Dto0;

�A�aw e�Dt=t if Dt40;

(
(2)

where A� and Aþ, and a are the learning coefficient, and t
is the relaxation rate. We set t ¼ 10 and Aþ ¼ 1; thus two
parameters are still needed in order to characterize the rule:
a and A�. The ‘‘anti-STDP’’ simply corresponds to a
STDP with a negative a.

2.3. Network structure

The network we simulate belongs to the category of
random recurrent neural networks. All the synaptic weights
are set according to a Gaussian draw (see Fig. 1 for the
precise parameters). Those parameters are set in order to
allow the internal self-sustained activity to compete with
the external stimulation. It can be noticed that a precise
analysis of the spontaneous activity of comparable random
networks of integrate-and-fire neurons is given in [11].
In this particular setup, we use a three-layer network.

The first layer is composed of input neurons, which receive
the signal from the environment. Those neurons send
connections toward every neuron of the internal layer. The
internal layer is composed 100 of fully connected neurons.
At last, some output neurons receive synapses from the
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Fig. 1. Experimental setup. P temporal patterns (here P ¼ 4) are to be presented to the network in order to be classified in K categories (here K ¼ 3). The

network is composed of three populations. The input layer is composed of 4 neurons (labelled A, B, C and D). The input connections follow a random

Gaussian draw of mean zero and standard deviation 0.04. The hidden layer contains 100 fully connected neurons. The recurrent connections follow a

random Gaussian draw of mean 0 and standard deviation 0.02. The output layer is composed of K neurons, with lateral inhibition (the lateral links are not

represented). The output connections follow a random Gaussian draw of mean 0.09 and standard deviation 0.01. The lateral links values are homogeneous

ð�1Þ.
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