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a b s t r a c t

In this paper, synchronization control of switched linearly coupled delayed neural networks is

investigated by using the Lyapunov functional method, synchronization manifold and linear matrix

inequality (LMI) approach. A sufficient condition is derived to ensure the global synchronization of

switched linearly coupled complex neural networks, which are controlled by some designed controllers.

A globally convergent algorithm involving convex optimization is also presented to construct such

controllers effectively. In many cases, it is desirable to control the whole network by changing the

connections of some nodes in the complex network, and this paper provides an applicable approach. It

is even applicable to the case when the derivative of the time-varying delay takes arbitrary. Finally,

some simulations are constructed to justify the theoretical analysis.

& 2009 Elsevier B.V. All rights reserved.

1. Introduction

Synchronization and stability control of dynamical systems is
an important topic in nonlinear system control [1–10,44–46] in
the past decades. Recently, arrays of coupled systems have
attracted much attention of researchers in different research
fields. The study of synchronization of coupled neural networks is
an important step for both understanding brain science and
designing coupled neural networks for practical use.

Networks of coupled connection have been widely investi-
gated [11–26] since Wang and Chen introduced an array of N

linearly coupled connected complex network model [27,28].
Consider a complex dynamical network consisting of N identical
linearly and diffusively coupled nodes, with each node being an
n-dimensional dynamical system in [27,28] as follows:

_xiðtÞ ¼ f ðxiðtÞÞþc
XN

j ¼ 1;ja i

GijGðxjðtÞ�xiðtÞÞ; i¼ 1;2; . . . ;N; ð1Þ

where xiðtÞ ¼ ðxi1ðtÞ; xi2ðtÞ; . . . ; xinðtÞÞ
T ARn ði¼ 1;2; . . . ;NÞ is the

state vector representing the state variables of node i, f :
Rn�!Rn is continuously differentiable, the constant c is the
coupling strength, G¼ diagðg1; g2; . . . ; gnÞARn�n is a constant 0–1

matrix linking the coupled variables with gi ¼ 1 for a specific i and
gj ¼ 0 ðja iÞ, that is, there is only one 1 in the diagonal of matrix G
and all the other components of G are zeros, G¼ ðGijÞN�N is the
coupling configuration matrix representing the topological struc-
ture of the network, in which Gij is defined as follows: if there is a
connection between node i and node j ðja iÞ, then the coupling
strength Gij ¼ Gji40; otherwise, Gij ¼ Gji ¼ 0 ðja iÞ, and the diag-
onal elements of matrix G are defined by

Gii ¼�
XN

j ¼ 1;ja i

Gij: ð2Þ

Then, in this case, the complex network (1) reduces to the model

_xiðtÞ ¼ f ðxiðtÞÞþc
XN

j ¼ 1

GijGxjðtÞ; i¼ 1;2; . . . ;N: ð3Þ

Hereafter, suppose that the network (3) is connected in the sense
that there are no isolate clusters. Thus, the coupling configuration
G is an irreducible matrix.

In the following, a brief introduction of recent works about
synchronization of linearly coupled complex networks are given
based on the model (1)–(3).

For the case that the coupling matrix G is irreducible,
symmetric, and all the off-diagonal elements of G are nonegative
and satisfies (2), local synchronization analysis via linearlization
technique was studied in [16–20], where the eigenvalues and
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Jacobian matrix are given in the criteria of ensuring the local
synchronization of the complex network. Wu and Chua [29,30]
investigated the synchronization in an array of linearly coupled
dynamical systems, and then a lot of works [11–13,15,21] were
devoted to investigating the global asymptotical synchronization
of the complex network by using the synchronization manifold
and Lyapunov method. In [29], the authors defined a distance
between the collective states and the synchronization manifold,
based on which the a methodology was proposed to discuss global
synchronization of the coupled systems.

In [11,12,15], the following linearly coupled neural networks
satisfying (2) was studied:

_xiðtÞ ¼�CxiðtÞþAf ðxiðtÞÞþBf ðxiðt�tÞÞþ IðtÞþ
XN

j ¼ 1

GijGxjðtÞ; i¼ 1;2; . . . ;N;

ð4Þ

where C ¼ diagðc1; c2; . . . ; cnÞARn�n is a diagonal matrix with
positive diagonal entries ci40; i¼ 1;2; . . . ;n, A¼ ðaijÞn�n and
B¼ ðbijÞn�n are weight and delayed weight matrices, respectively.
IðtÞ ¼ ðI1ðtÞ; I2ðtÞ; . . . ; InðtÞÞ

T ARn is an external input vector,
G¼ diagðg1; g2; . . . ; gnÞARn�n.
f ðxiðtÞÞ ¼ ðf1ðxi1ðtÞÞ; f2ðxi2ðtÞÞ; . . . ; fnðxinðtÞÞÞ

T ARn corresponds to the
activation functions of neurons. Equivalently, system (4) can be
written as

_xikðtÞ ¼�ckxikðtÞþ
Xn

l ¼ 1

aklflðxilðtÞÞþ
Xn

l ¼ 1

bklflðxilðt�tÞÞ

þ IkðtÞþ
XN

j ¼ 1

GijgkxjkðtÞ; i¼ 1;2; . . . ;N; k¼ 1;2; . . . ;n: ð5Þ

With the rapid development of intelligent control, hybrid
systems have been widely investigated. It is found that many
physical and biological models are governed by more than one
dynamical system and these systems are changed depending on
time. Switched systems [31–34], a special case in hybrid systems,
are regarded as nonlinear systems, which are composed of a
family subsystems and a rule that orchestrates the switching
between the subsystems. Recently, switched systems have
numerous applications in communication systems [6,35,36],
control of mechanical systems, automotive industry, aircraft and
air traffic control, electric power systems [37] and many other
fields. In [31–34], the stability of switching system was investi-
gated, which is a combination of discrete and continuous
dynamical systems.

The main contribution of this paper is of threefolds. Firstly, we
studied global synchronization of coupled systems with time-
varying delay by using LMI and distance function from collective
states to the synchronization manifold [26]. A delay-dependent
condition is given to ensure the synchronization of coupled
systems in this paper based on free-weighting matrix approach
and cone complementarity linearization algorithm [47–49]. It is
noted that the derivative of time delay can take any value.
Secondly, the feedback matrix of the network is designed to adjust
the configuration matrix, i.e., the connections among the nodes.
Thirdly, it is very difficult to design the feedback matrix due to the
complexity of the systems. So, a globally convergent algorithm
involving convex optimization is presented.

The rest of the paper is organized as follows: In Section 2,
preliminaries are given. In Section 3, the main results are derived.
A sufficient condition is given to ensure the synchronization of
switched coupled networks and a globally convergent algorithm
involving convex optimization is also presented to design such
controllers effectively. In Section 4, numerical simulations are
constructed to justify the theoretical analysis in this paper.
Finally, the conclusion is drawn.

2. Preliminaries

A set of coupled complex neural networks is considered as the
individual subsystems of the switched system and the switched
coupled neural network is described as follows:

_xiðtÞ ¼ �CaxiðtÞþAaf ðxiðtÞÞþBaf ðxiðt�tÞÞþ IaðtÞþ
XN

j ¼ 1

GaijDxjðtÞ; i¼ 1;2; . . . ;N;

ð6Þ

where D is inner coupling matrix and a is a switching signal which
takes its value in the finite set I ¼ f1;2; . . . ;Ng. This means that
the matrices ðCa;Aa;Ba; Ia;GaÞ are allowed to take values, at
particular time, in a finite set fðC1;A1;B1; I1;G1Þ; ðC2;A2;B2; I2;G2Þ;

. . . ; ðCN ;AN ;BN ; IN ;GN Þg. Throughout this paper, we assume that
the switching rule a is not known priori and its instantaneous
value is available in real time.

Since in most cases the time delay is not a constant, in this
paper, the coupled neural network with time-varying delay is
studied. Consider the state-feedback control law

uaiðtÞ ¼
XN

j ¼ 1

KaijDxjðtÞ; i¼ 1;2; . . . ;N; ð7Þ

where

Kaii ¼�
XN

j ¼ 1;ja i

Kaij: ð8Þ

It is useful to design a memoryless state-feedback controller uaiðtÞ

so that the coupled system (6) is globally synchronized. In this
paper, a linearly feedback controller (7) is added to the coupled
dynamical system (6)

_xiðtÞ ¼ �CaxiðtÞþAaf ðxiðtÞÞþBaf ðxiðt�tðtÞÞÞþ IaðtÞ

þ
XN

j ¼ 1

ðGaijþKaijÞDxjðtÞ; i¼ 1;2; . . . ;N: ð9Þ

It is easy to see that one can control the synchronization of
coupled neural network by adjusting the configuration coupling
matrix, that is, the network topology can be changed to achieve
synchronization. The architecture for such switched coupled
neural networks is shown in Fig. 1. Next, we focus on global
asymptotical synchronization of coupled feedback system (9).

Fig. 1. Architecture of the switched coupled neural networks.
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