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a b s t r a c t

The pursuit of beautiful appearance for human greatly inspires the studies on digital beautifiers
especially for the popularity of social networking services (SNS) in this booming era of mobile phones.
Unfortunately, existing beautification techniques are not efficient enough for mobile devices that have
limited computation and storage resources. In this paper, we propose a beautifier that is efficient on both
space and time, and develop a mobile APP available online. We focus on the local beautification of facial
chin that has a great effect on facial attractiveness, and simply use an averaged chin shape as the
template. We leverage Laplacian as the constraint to remap the original shape to the target, and
recursively apply the Laplacian constraint to the contour points from the coarse to fine scales. Thus, we
only need to inverse a small matrix for the remap, which requires quite low expenses on space and time.
Finally, we apply an efficient warping algorithm based on triangular meshes to generate a beautified face
image. The performance of the algorithm is validated by a survey on 70 facial images since no objective
metric for beauty exists. Twenty volunteers are invited to grade the results labeled as ‘worse’,
‘unchanged’ and ‘better’. The results show that 81.50% of inputs are believed becoming more beautiful,
and another 10.07% of them are considered unchanged. We also provide the comparisons on the
beautification quality and time expenses with the algorithm based on radial basis functions (RBF).

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Human's daily lives have been tied up with social network
services (SNS) in this heyday of social media. People are more
likely to share their best appearances to their social connections
on Facebook, Twitter or Instagram in the cyberspace. Meanwhile,
it is possible for users to conveniently modify their appearances by
a digital beautifier developed upon modern digital multimedia
processing techniques so that physical surgeries of high risks are
not necessary in the context of SNS. One of the most straightfor-
ward way is to apply an APP installed on mobile devices in this
decade when digital cameras of high resolution are merging with
mobile phones. Unfortunately, mobile devices have limited
resources on computational power and storage space compared
with desktops. In this study, we address the issue of developing a
digital beautifier of high efficiency on both space and time.

Facial beauty or attractiveness is such a subjective concept that
early studies are typically performed from the psychological
respect [14,22]. The study in [14] showed that certain regions of
a human face including the chin, upper lip, and nose have the

greatest effect on the judgment of facial appearance, and Thorn-
hilla and Gangestad examined more factors for attractiveness, e.g.,
facial symmetry, averageness, and secondary sex characteristics
[22]. Recently, researchers resort to the data driven approach to
the attractive models when advanced computational methods and
a large volume of data are available. Eisenthal et al. [6] proved that
facial beauty is a universal concept and learnable from examples.
Mu [16] investigated the prediction of facial attractiveness and
established an aesthetics sensitive test. Gan et al. [9] leveraged
convolutional deep networks (CDN) to learn hierarchical textural
features for facial beauty, and [25] developed fully automatic facial
beauty assessments in unstrained environments. Though these
computational approaches provide flexible representation for
attractive target faces, the storage of the learnt models typically
require a huge space, e.g., millions of parameters in [9], and thus
are not applicable to mobile APPs. Additionally, it is controversial
to define the beauty only with databases, not mentioning that the
learning results may vary with algorithms.

Great efforts have been also devoted to digital processing algo-
rithms, specifically beautification techniques, when attractive models
are given. Arakawa and Nomoto [2] developed a system for facial
beautification by removing undesirable wrinkles and spots. Huang
and Fuh [10] presented a prototype for facial color improvements,
and [23] can further beautify facial images by adding cosmetic
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makeup effects. These works mainly focus on textural changes, and
on the other hand, researches attempt to beautify facial geometries.
Face attractiveness improvements are presented in [20] using beauty
prototypes and statistical decisions. A beauty decision function is
learned as a classifier that can discriminate whether a face is
beautiful or not. Melacci et al. [13] proposed a method for face
beautification by using a template that encodes the characteristics of
attractive facial images. An input face given facial landmarks is
compared with the template by means of Catmull–Rom splines
(CRS), and moved toward the K nearest ones (KNN) by 2D warping.
In [12], researchers explored a facial aesthetic enhancement with the
help of attractiveness engine trained on a face dataset. They proposed
two methods to build the map from the input to target, i.e., a support
vector regressor (SVR) and KNN. The KNN algorithm is time
consuming in the case of large number of landmarks when a
complete (or global) face shapes are considered in both [13] and
[12]. The SVR in [12] has to store the regressor parameters for global
faces whose number is also relatively large for mobile devices.
Regarding the warping algorithms given the geometry maps, the
algorithms based on radial basis functions (RBF) [1,21,18] are widely
used in these geometry based beautifiers. RBFs implicitly ensure
smoothing interpolation, but the pixel-wise smoothness lags the
efficiency of the warping.

It is worth noting that slight and local refinements on the
appearance are desired in the SNS context since the loop of a
person on SNS is typically expanded from his/her families, alumni
and acquaintances who have the appearance of the subject a
priori. In this paper, we develop an efficient face beautifier with
local adjustment for mobile devices.1 Specifically, we focus on the
local chin shape that has greater effect on facial attractiveness [14]
but less on face identification [19]. We use a simple contour as the
target shape so that no extra space is required to store the
parameters of a complex target model as in [9,16,25]. We leverage
the Laplacian as the constraint to remap the original to the target,
and recursively apply the Laplacian to the control points from the
coarse to fine scales. Thus, we only need to inverse a small matrix
for the deformation, which requires much lower expenses on
space and time than SVR or KNN in [12,13]. Finally, we apply an
efficient warping algorithm based on triangular meshes instead of
pixel-wise RBFs to generate a beautified face image. These eco-
nomic techniques for attractive template, landmark deformation
(or remap) and image warping render the efficient beautification
both on time and space.

The rest of paper is organized as follows. We describe our
method in detail in Section 2 and give comparisons and experi-
ments in Section 3. Section 4 concludes the paper.

2. Efficient face beautifier

As shown in Fig. 1, our beautifier starts from facial feature
extraction and triangulations on the feature points of the face. We
obtain the Laplacians of vertices lying on the face contour, and
relocate the vertices with the Laplacian constraint. Finally, we
generate the beautified images by texture mapping on triangular
meshes. All the components of the procedure are detailed in this
section.

2.1. Feature points extraction and triangular mesh establishment

As shown in Fig. 2, we extract 69 feature points from input
images. Nineteen of them lie on the outer contour while the rest

locates on eyes, nose, and mouth. Because our purpose is to slim
the face, we choose the 19 points lying on the facial contour to
adjust the facial geometry. These points have a great impact on
facial attractiveness [14], and slightly affect the identification of a
subject [19]. Hence, we are able to beautify a face with few
modifications to the global geometry, which is desired for a facial
beautifier in the context of SNS. We label these 19 points from 1 to
19 as shown in Fig. 2. The rest points are used to preserve the
geometries of facial organs. We employ the regression based
algorithm developed by [4] for the extraction in this study, while
the classical active shape models (ASM) [5], probabilistic contour
extraction [7], and the latest extraction algorithms including
[28,24] are also applicable.

Then, we connect these feature points into polygons that
represent the geometries of eyes, nose, mouth and facial contour
as shown in Fig. 3(a). All these polygons are placed into a rectangle
face region (polygon 6 in Fig. 3(a)) in order to make the shape
remap more smoothing and natural. We take the polygons 1, 2,
3 and 4 as the holes of the polygon 5, and triangulate the polygon
5 into Delaunay triangles [3]. Similarly, we triangulate the polygon
6 by taking the polygon 5 as a single hole. The final triangular
methods are shown in Fig. 3(b).

2.2. Efficient vertex remap with Laplacian

We employ the Laplacian constraints in [17] in order to deform
vertices to a target, and also present an acceleration algorithm that
efficiently remaps facial contours.

2.2.1. Vertex remap
The meshes built above can be represented as a graph G¼ ðV;EÞ

where V¼ ½vT1; vT2;…; vTn�T , vi ¼ ½vix; viy�T AR2. The symbols v1 to v19
correspond to points 1 to 19 (P1…P19) shown in Fig. 2. V is the set
of vertices and E is the set of edges. We represent sub meshes
Go ¼ ðVo;EoÞ, where Go �G;Vo �V;Eo � E. The set Vo denotes the
vertices to be remapped and V0 denotes the new positions of Vo.
Edges in Eo are connected by vertices in Vo. We use δi to represent
the Laplacian of vi

δi ¼
X

fi;jgAEo

wijðvj�viÞ ¼
X

fi;jgAEo

wijvj

2
4

3
5�vi; ð1Þ

where
P

fi;jgAEo
wij ¼ 1, and the weights wij can be calculated as

follows:

wij ¼
ωijP

fi;kgAEo
ωi;k

: ð2Þ

In this study, we choose ωi;j ¼ 1. There is no need to calculate the
Laplacian of P1 and P19 since they are the ending points of the
facial contour having only one neighbor in Vo. Thus, we use a
ðn�2Þ � n Laplacian matrix to obtain the Laplacian of the facial
contour, where n is the number of elements in Vo. The elements of
Laplacian matrix is described as follows:

Lij ¼
�1; i¼ j

wij; i; jAEo; ia1 and ia19:
0 otherwise

8><
>: ð3Þ

Our algorithm is applied on each coordinate component
separately. We denote Vd ¼ ½v1d; v2d;…; vnd�T ;dAfx; yg; vnAVo;V0

d
is adjusted Vd. and Δd is the Laplacians where
Δd ¼ ½δ1d;δ2d;…; δnd�T ; dAfx; yg. We calculate Δd as

Δd ¼ LVd: ð4Þ
The Laplacian constraints characterize the geometrical struc-

tures necessary to accurately describe the face. It is efficient to use
Laplacians of the mesh to depict the key to the beautify. When we

1 The APP is available online at http://www.windowsphone.com/en-us/store/
app/change-your-face/a920c467-cd6a-4c62-a952-cf405400fade.
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