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a b s t r a c t

A new algebraic forecasting method with internal smoothing is proposed for short-term time series
prediction. The concept of the H-rank of a sequence is exploited for the detection of a base algebraic
fragment of the time series. Evolutionary algorithms are exploited for the identification of the set of
corrections which are used to perturb the original time series. The proposed forecasting method is
constructed to find a near-optimal balance between the variability of algebraic predictors and the
smoothness of averaging methods. Numerical experiments with an artificially generated and real-world
time series are used to illustrate the potential of the proposed method.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Time series prediction is a challenging problem in many fields
of science and engineering. Conditionally, time series prediction
could be classified into long-term time series prediction techni-
ques and short-term time series prediction techniques. In general,
the object of long-term time series prediction techniques is to
build a model of the process and then use this model to extra-
polate past behavior into relatively long future horizons. The main
objective of short-term time series prediction techniques remains
the same—to build the model of the process and to project this
model into the future. Unfortunately, the applicability of techni-
ques for building the model of a long time series for a short time
series is often impossible simply due to the fact that the amount of
available data is too small. On the other hand, one step-forward
future horizon (sometimes accompanied by the estimates of local
minimums and local maximums) is a sufficient requirement for a
short-term time series predictor.

Short-term time series forecasting procedures include different
techniques and models. The use of general exponential smoothing
to develop an adaptive short-term forecasting system based on
observed values of integrated hourly demand is explored in [1].
A self-organizing fuzzy neural network is used to predict a real-time

short-peak and average load in [2]. Day-ahead prices are forecasted
with genetic-algorithm-optimized Support Vector Machines in [3].
Artificial neural networks (ANN) are used for day-ahead price
forecasting in restructured power systems in [4]. A fuzzy logic based
inference system is used for the prediction of short-term power
prices in [5]. A hybrid approach based on ANN and genetic algo-
rithms is used for detecting temporal patterns in stock markets in [6].
Short-time traffic flow prediction based on chaotic time series theory
in developed in [7]. The radial basis function ANN with a nonlinear
time-varying evolution particle swarm optimization (PSO) algorithm
are used to forecast one-day ahead and five-days ahead of a practical
power system in [8]. PSO algorithms are employed to adjust
supervised training of adaptive ANN in short-term hourly load
forecasting in [9]. A new class of moving filtering techniques and of
adaptive prediction models that are specifically designed to deal with
runtime and short-term forecast of time series which originate from
monitors of system resources of Internet based servers is developed
in [10]. A generalized regression neural network based on principal
components analysis is used for electricity price forecasting in [11]. A
technique based on Self-Organizing Map neural network and Sup-
port Vector Machine models are proposed for predicting day-ahead
electricity prices in [12].

An algebraic prediction technique based on the Hankel rank for
the identification of the skeleton algebraic sequences in short-
term time series is developed in [13]. Such an approach is used to
extract information about the algebraic model of the process and
then to use this model to extrapolate past behavior into future.
It has been demonstrated in [13] that such algebraic predictor can
be effectively used for the estimation of local minimums and
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maximums in day-ahead forecasting applications. It is agreeable
that no single method will outperform all others in all situations. It
is shown in [13] that the proposed predictor is outperformed (for
some real-world time series) by such simple standard techniques
as the moving average or the exponential smoothing method—if
only the averaged prediction errors are considered.

The main objective of this paper is to enhance the algebraic
predictor proposed in [13] by modifying the procedure for the
identification of the skeleton algebraic sequences. Our goal is to
employ the procedure of internal smoothing which should enable
reaching a healthy balance between excellent variability of skeleton
algebraic sequences and valuable properties of predictors based on
the moving averaging method. The goal is to develop such a
predictor which could produce reliable forecasts for very short time
series—in situations when the available data is not enough for such
predictors as ARIMA or short term time series nonlinear forecasting
methods such as neural networks or support vector machines.

This paper is organized as follows. The concept of the Hankel
rank is reviewed in Section 2; the forecasting strategy is developed
in Section 3; parameter selection for evolutionary algorithms is
done in Section 4; computational experiments are discussed in
Section 5 and concluding remarks are given in the last section.

2. Preliminaries

Let a sequence of real numbers is given:

ðx0; x1; x2;…Þ : ¼ ðxk; kAZ0Þ: ð1Þ
The Hankel matrix (the catelecticant matrix with constant

skew diagonals) HðnÞ constructed from the elements of this
sequence is defined as follows:

HðnÞ : ¼

x0 x1 ⋯ xn�1

x1 x2 ⋯ xn
⋯

xn�1 xn ⋯ x2n�2

2
6664

3
7775 ð2Þ

where the index n denotes the order of the square matrix. The
determinant of the Hankel matrix is denoted by dðnÞ ¼ detHðnÞ;
nZ1. The rank of the sequence ðxk; kAZ0Þ is such natural number
m¼Hrðxk; kAZ0Þ that satisfies the following condition [13]:

dðmþkÞ ¼ 0 ð3Þ
for all kAN; but dðmÞa0. Let us assume that the rank of the
sequence is Hrðxk; kAZ0Þ ¼m; moþ1. Then the following equality
holds true [13]:

xn ¼ ∑
r

k ¼ 1
∑

nk �1

l ¼ 0
μkl

n

l

� �
ρn� l
k ;n¼ j; jþ1; jþ2;… ð4Þ

where characteristic roots ρkAC; k¼ 1;2;…; r can be determined
from the characteristic equation

x0 x1 ⋯ xm
x1 x2 ⋯ xmþ1

⋯
xm�1 xm ⋯ x2m�1

1 ρ ⋯ ρm

������������

������������
¼ 0; ð5Þ

The recurrence indexes of these roots nk ðnkANÞ satisfy the
equality n1þn2þ⋯þnr ¼m; coefficients μklAC; k¼ 1;2;…; r;
l¼ 0;1;…;nk�1 can be determined from a system of linear algebraic
equations which can be formed from the systems of equalities in
Eq. (4).

The set of characteristic roots Ρðx0; x1;…; x2m�1Þ ¼ fρkAC; k¼
1;2;…; r; n1þn2þ⋯þnr ¼m; mZ1g is associated to the finite

sequence x0; x1;…; x2m�1 which is denoted as the base fragment of
the algebraic progression [13].

3. The forecasting strategy

Let us assume that 2n observations are available for building
a model of the process and then using this model to extrapolate
the past behavior into the future:

x0; x1; x2;…; x2n�1; ð6Þ
where x2n�1 is the value of the observation at the present
moment. Let us assume that the sequence ðxk; kAZ0Þ is an
algebraic progression and its H-rank is equal to n. Then it is
possible to determine the next element of the sequence x2n from
the following equality:

detðnþ1Þ ¼ det

x0 x1 ⋯ xn
x1 x2 ⋯ xnþ1

⋯
xn xnþ1 ⋯ x2n

2
66664

3
77775¼ 0; ð7Þ

where the only unknown is x2n (the horizon of the prediction is
equal to 1). Unfortunately, real world series are usually contami-
nated with more or less noise. Thus, such a straightforward
assumption that the sequence ðxk; kAZ0Þ is an algebraic progres-
sion does not hold in practice (a random sequence does not have
a rank).

3.1. The identification of a skeleton algebraic sequence

In the previous paper [13] we have used an evolutionary
strategy to identify the algebraic sequence by removing the
additive noise. In fact, we were using 2nþ1 observations to build
a model of the process. The idea was based on the assumption that
the sequence in Eq. (1) is produced by adding noise to some
unknown algebraic progression (the H-rank of that algebraic
progression is assumed to be equal to n). In other words, we
made a proposition that the sequence

~xk ¼ xk�εk; k¼ 0;1;2;… ð8Þ
is an algebraic progression and this sequence is some sort of a
skeleton sequence determining the global dynamics of the time
series. Then, according to Eq. (3),

detð ~H ðnþ1ÞÞ ¼ 0 ð9Þ
where

~H
ðnþ1Þ ¼

~x0 ~x1 ⋯ ~xn
~x1 ~x2 ⋯ ~xnþ1

⋯
~xn ~xnþ1 ⋯ ~x2n

2
66664

3
77775: ð10Þ

Corrections εk; k¼ 0;1;2;…;2n had to be identified before any
predictions could be made. Since the goal was to minimize any
distortions of the original time series, the fitness function for the
set of corrections fε0; ε1;…; ε2ng was introduced in [13]:

Fðε0; ε1;…; ε2nÞ ¼
1

a det ~H
ðnþ1Þ� ���� ���þ ∑

2n

k ¼ 0
λkjεkj

; a40; ð11Þ

where

λk ¼
expðbðkþ1ÞÞ

∑
2n

j ¼ 0
expðbðjþ1ÞÞ

; k¼ 0;1;…;2n; b40: ð12Þ
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