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a b s t r a c t

Multivariate time series (MTS) classification is an important topic in time series data mining, and has
attracted great interest in recent years. However, early classification on MTS data largely remains a
challenging problem. To address this problem without sacrificing the classification performance, we
focus on discovering hidden knowledge from the data for early classification in an explainable way.
At first, we introduce a method MCFEC (Mining Core Feature for Early Classification) to obtain distinctive
and early shapelets as core features of each variable independently. Then, two methods are introduced
for early classification on MTS based on core features. Experimental results on both synthetic and real-
world datasets clearly show that our proposed methods can achieve effective early classification on MTS.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Multivariate time series (MTS for short) are widely used in
many areas such as speech recognition, anomaly detection of EEG/
ECG data, science and engineering. MTS data are complex because
a MTS sample contains multiple observations at a timestamp. Over
a period of time, the collected data of each variable, called a
component of the MTS sample, is a univariate time series sample
that represents a distinct aspect of the observed object. For
example, in an intensive care unit (ICU), Patient Monitoring can
detect dynamically several physiological parameters, including
respiration, ECG, blood pressure, body temperature and the
saturation level of blood oxygen over a time interval. Another
example, a 2-variate time series sample of ECG (ElectroCardio-
gram) generated by two leads during an interval is shown in Fig. 1,
the data of the first lead is plotted as the solid line while that of
the second one is plotted as the dashed line.

MTS classification is an important problem in time series data
mining. Because of its multiple variables and the possibility of
different lengths for different components, MTS is difficult for
traditional machine learning algorithms to address. Recently, a
large amount of research has been performed, and many efficient
models and techniques have been represented for the classifica-
tion of multivariate time series [1–3], such as pattern mining
[4–6], classification methods [7–11], and similarity measures
[12–16]. At the same time, early classification of time series, which
means to classify time series data as early as possible provided
that the classification quality meets the demand, is an interesting

and challenging topic and has attracted a substantial amount of
attention [17–19]. For example, an efficient 1-nearest neighbor
classification method [18] was proposed to make early prediction
on univariate time series, and at the same time, it retained
accuracy that was comparable to that of a 1NN classifier using
the full-length time series.

However, early classification of multivariate time series is still
an open problem that is useful for real data. For example,
analyzing the multivariate time series generated by Patient Mon-
itoring and identifying its abnormalities as early as possible could
offer doctors an emergency alarm.

To the best of our knowledge, the problem of early classification
on MTS data largely remains untouched except for [20]. In [20]
Ghalwash et al. defined a multivariate shapelet, which is com-
posed of multiple segments, and each segment is extracted from
exactly one component. For this type of shapelet, different starting
and ending positions are not allowed in a segment of each
component, in other words, all segments of a multivariate shapelet
should be extracted in the same sliding time window at the same
time. Since interesting patterns often have different intervals for
each variable, multivariate shapelets are incapable of including
distinctive patterns of all variables unless their lengths are
sufficiently long. When a multivariate shapelet is too long, it
would not be able to classify the data as early as possible, and
the classification costs a substantial amount of storage space and
training time. Moreover, this method cannot handle different
components with different lengths. For most real-world problems,
we cannot expect each component of a MTS object to be equal in
length.

Moreover, time series data with the same class label are often
composed of various sub-clusters, or sub-concepts, that is to say,
samples of a class are collected from different sub-concepts.
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Since these sub-concepts do not always contain the same number
of examples, and this within-class imbalance is implicit in most
cases. Therefore, in order to improve the performance of classifi-
cation, how to deal with the issue of sub-concepts is a challenge.

In this paper, we make concrete progress in answering the
above questions as well as discovering the internal relationships
among variables. We introduce a novel strategy to evaluate the
quality of a shapelet, and develop MCFEC (Mining Core Feature for
Early Classification) to obtain core features for each variable
independently with a clustering method. Then, two classification
methods are introduced for early classification on multivariate
time series based on core features. Our contribution can be
summarized as follows:

� To discover the internal characteristics of MTS data and
enhance the interpretability of classification, we extract feature
candidates of each variable independently.

� To deal with within-class imbalance issue a MCFEC method
including feature selection and evaluation strategies is pro-
posed to mine core features, which are used to build two
classifiers to identify unlabeled MTS data in an explainable way.

� Experimental results clearly show that our proposed method is
competitive with the state-of-art methods.

The remainder of this paper is organized as follows. In Section 2,
we review the problem definition and related work. Section
3 introduces concrete algorithms to efficiently mine core features.
Section 4 discusses two methods of early classification using these
core features as a tool. In Section 5, we perform a comprehensive
set of experiments on various problems of different domains.
Finally, we conclude our work and suggest directions for future
work in Section 6.

2. Background and related work

2.1. Background

In this section, we define shapelets and the notations used in
this paper.

Definition 1. Univariate time series: a univariate time series s¼t1,
t2,…,tL is an ordered set of L real-valued readings, and L is defined
as the length of the time series s (for short, Length(s)¼L). For
instance, a univariate time series s0¼(1.2, 2.2, 3,6, 1.3, 5.3, 7.1).

Definition 2. Multivariate time series: a multivariate time series is
a vector of sequences X¼(x1, x2,…, xT), where each component xj is
a univariate time series, and the lengths of different components
might not be equal.

The MTS object X has T variables, and the corresponding
component of the ith variable is xi.

For the sake of simplicity, we will use the word “time series” as
univariate time series, which is a component of a multivariate time
series.

Definition 3. Subsequence: Given a time series s of length L,
s_sub¼s[m, mþn�1], is a subsequence of length noL that has a
contiguous position from S starting at the mth position and ending
at (mþn�1)th position, in other words, s_sub¼tm,…,tmþn�1 for
1rmrL�nþ1.

Definition 4. Similarity degree: For two time series b and s
(assuming that |b|r |s|), the similarity degree between b and s is
calculated by Sim(b,s)¼ min{dist(b,si)}, where si is any subse-
quence of a time series s with |si|¼ |b|, and dist(b,si) is Euclidean
distance between b and si. That is, for two time series samples b

and c with equal length L, dist(b,c) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑L

i ¼ 1ðbi�ciÞ2
q

.

From this definition, we can see that the smaller the value of
Sim (b,s) is, the higher the similarity degree between b and s.

Definition 5. Shapelet or Feature: A shapelet (feature) is a time
series subsequence that is representative of a class. Informally, a
shapelet (feature) p¼(b,δ,c), where b is a subsequence, δ is a
threshold, and c is a class label. An unknown time series object s is
considered to be matching a shapelet p and is labeled as the class
of this shapelet if Sim(p,s)rδ.

For simplicity, later Sim(p, s) is used to represent the similarity
degree between the shapelet p and the time series s. Class(s)
means the class of a time series s.

Definition 6. Precision: Given the time series data D and a feature
p¼(b,δ, c), the precision of p is the ratio of the number of samples
that have the class label c and could match the feature p and the
number of samples that could match the feature p in data D.

PrecisionðpÞ ¼ jjf sjSimðs; pÞoδ classðsÞ ¼ cÞgjj
jjf sjSimðs; pÞoδ gjj ; s AD ð1Þ

Example 1. Given the two-class time series dataset D¼{s1(þ),
s2(þ), s3(þ), s4(�), s5(�), s6(þ)} (“þ” means a sample belongs to
the positive class and “�” presents that it belongs to the negative
class), the length of each time series is 12. For a feature f1(b1,0.8,
positive), we could calculate the similarity degree between the
feature f1 and each sample in D as follows: Sim(f1,s1)¼0.9 (40.8),
Sim(f1,s2)¼0.5(o0.8), Sim(f1,s3)¼1.2(40.8), Sim(f1,s4)¼0.6
(o0.8), Sim(f1,s5)¼1.1(40.8) and Sim(f1,s6)¼0.7(o0.8). It is
obvious that the number of positive samples that match the
feature f1 (the similarity degree is smaller than the threshold of
the feature f1) is 2, and the number of samples that match the
feature f1 is 3 in the dataset D. Therefore, Precision(f1)¼2/3.

Definition 7. Recall: Given time series data D and a feature p¼
(b,δ, c), the recall of p is the ratio of the number of samples that
have the class label c and could match the feature p and the
number of samples that have the class label c in data D.

RecallðpÞ ¼ jj f sj Simðs; pÞoδ classðsÞ ¼ cÞg jj
jj f sj classðsÞ ¼ cg jj ; sAD ð2Þ

The recall of p is the true label rate of this feature belonging to
class c.

Continuing the above example, the number of positive samples
in dataset D is 4; as a result, Recall(f1)¼2/4¼0.5.

Fig. 1. A sample of ECG MTS generated from 2 sensors.
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