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a b s t r a c t

Although real-coded differential evolution (DE) algorithms can perform well on continuous optimization
problems (CoOPs), designing an efficient binary-coded DE algorithm is still a challenging task. Inspired by
the learning mechanism in particle swarm optimization (PSO) algorithms, we propose a binary learning
differential evolution (BLDE) algorithm that can efficiently locate the global optimal solutions by learning
from the last population. Then, we theoretically prove the global convergence of BLDE, and compare it
with some existing binary-coded evolutionary algorithms (EAs) via numerical experiments. Numerical
results show that BLDE is competitive with the compared EAs. Further study is performed via the change
curves of a renewal metric and a refinement metric to investigate why BLDE cannot outperform some
compared EAs for several selected benchmark problems. Finally, we employ BLDE in solving the unit
commitment problem (UCP) in power systems to show its applicability to practical problems.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Background

Differential evolution (DE) [26], a competitive evolutionary algo-
rithm emerging more than a decade ago, has been widely utilized in
the science and engineering fields [24,4]. The simple and straightfor-
ward evolving mechanisms of DE endow it with the powerful
capability to solve continuous optimization problems (CoOPs), but
hamper its applications to discrete optimization problems (DOPs).

To take full advantage of the superiority of mutations in classic
DE algorithms, Pampará and Engelbrecht [21] introduced a trigo-
nometric generating function to transform the real-coded indivi-
duals of DE into binary strings, and proposed an angle modulated
differential evolution (AMDE) algorithm for DOPs. Compared with
the binary differential evolution (BDE) algorithms that directly
manipulate binary strings, AMDE was much slower, but out-
performed BDE algorithms with respect to accuracy of the
obtained solutions [7]. Meanwhile, Gong and Tuson proposed a
binary DE algorithm by forma analysis [9], but it cannot perform
well on binary constraint satisfaction problems due to its weak

exploration ability [31]. Attempting to simulate the operation
mode of the continuous DE mutation, Kashan et al. [14] designed
a dissimilarity based differential evolution (DisDE) algorithm
incorporating a measure of dissimilarity in mutation. Numerical
results show that DisDE is competitive with some existing binary-
coded evolutionary algorithms (EAs).

In addition, the performances of BDE algorithms can also be
improved by incorporating recombination operators of other EAs.
Hota and Pat [12] proposed an adaptive quantum-inspired differential
evolution algorithm (AQDE) applying quantum computing techni-
ques, while He and Han [10] introduced the negative selection in
artificial immune systems to obtain an artificial immune system
based differential evolution (AIS-DE) algorithm. With respect to the
fact that the logical operations introduced in AIS-DE tends to produce
“1” bits with increasing probability, Wu and Tseng [29] proposed a
modified binary differential evolution strategy to improve the perfor-
mance of BDE algorithms on topology optimization of structures.

1.2. Motivation and contribution

Existing research efforts tried to incorporate the recombination
strategies of various EAs to obtain efficient BDEs for DOPs,
however, there are still some points to be improved:

� AMDE [21] has to transform real values into binary strings,
which leads to an explosion of the computational cost for
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function evaluations. Meanwhile, the mathematical properties
of the transformation function can also influence its perfor-
mances on various DOPs;

� BDE algorithms directly manipulating bit-strings, such as binDE
[9], AIS-DE [10] and MBDE [29]cannot effectively imitate the
mutation mechanism of continuous DE algorithms. Thus, they
cannot perform well on high-dimensional DOPs due to their
weak exploration abilities;

� DisDE [14], which incorporates a dissimilarity metric in the
mutation operator, has to solve a minimization problem during
the mutation process. As a consequence, the computation
complexity of DisDE is considerably high.

Generally, it is a challenging task to design an efficient BDE
algorithm perfectly addressing the aforementioned points.
Recently, variants of the particle swarm optimization (PSO) algo-
rithm [15] have been successfully utilized in real applications
[6,1,23,2,17]. Although DE algorithms perform better than PSO
algorithms in some real world applications [28,25,22], it is still
promising to improve DE by incorporating PSO in the evolutionary
process [3,18,19]. Considering that the learning mechanism of PSO
can accelerate the convergence of populations, we propose a
hybrid binary-coded evolutionary algorithm learning from the last
population, named as the binary learning differential evolution
(BLDE) algorithm. In BLDE, the searching process of population is
guided by the renewed information of individuals, the dissim-
ilarity between individuals and the best explored solution in the
population. Using these, BLDE can perform well on DOPs.

The remainder of the paper is structured as follows. Section 2
presents a description of BLDE, and its global convergence is
theoretically proved in Section 3. Then, in Section 4, BLDE is
compared with some existing algorithms using numerical results.
To test the performance of BLDE on real-life problems, we employ
it to solve the unit commitment problem (UCP) in Section 5.
Finally, discussions and conclusions are presented in Section 6.

2. The binary learning differential evolution algorithm

2.1. Framework of the binary learning differential evolution
algorithm

Algorithm 1. The binary learning differential evolution (BLDE)
algorithm.

1: Randomly generate two populations Xð1Þ and Að1Þ of
μ individuals; Set t≔1;

2: whilethe stop criterion is no satisfied do
3: Let xgb ¼ ðxgb;1;…; xgb;nÞ9 arg maxxAXðtÞ ff ðxÞg;
4: for all wAXðtÞ do
5: Randomly select x¼ ðx1;…; xnÞ and y¼ ðy1;…; ynÞ from

XðtÞ, as well as z¼ ðz1;…; znÞ from AðtÞ;
6: tx¼ ðtx1;…; txnÞ9 arg maxff ðyÞ; f ðzÞg;
7: for j¼ 1;2;…;n do
8: if yj¼zj then
9: if xgb;jaxj then
10: txj ¼ xgb;j;
11: else
12: if randð0;1Þrp then
13:

txj ¼ 0 with probability
1
2
;

1 otherwise:

8<
:

14: end if
15: end if
16: end if

17: end for
18: if f ðtxÞZ f ðwÞ then
19: w¼ tx;
20: end if
21: end for
22: t≔tþ1;
23: AðtÞ ¼Xðt�1Þ;
24: end while

For a binary optimization problem (BOP)1

max
xAS

f ðxÞ ¼ f ðx1;…; xnÞ; S� f0;1gn; ð1Þ

the BLDE algorithm illustrated by Algorithm 1 possesses two
collections of μ solutions, the population XðtÞ and the archive AðtÞ.
At the first generation, the population Xð1Þ and the archive Að1Þ are
generated randomly. Then, repeat the following operations until
the stopping criterion is satisfied.

For each individualwAXðtÞ a trial solution is generated by three
randomly selected individuals x; yAXðtÞ and zAAðtÞ. At first,
initialize the trial individual tx¼ ftx1;…; txng as the winner of
two individuals yAXðtÞ and zAAðtÞ. 8 jAf1;2;…;ng, if y and z
coincide on the jth bit, the jth bit of tx is changed as follows.

� If the jth bit of x differs from that of xgb, txj is set to be xgb;j, the
jth bit of xgb;� otherwise, txj is randomly mutated with a preset probability p.

Then, replace w with tx if f ðtxÞZ f ðwÞ. After the update of
population XðtÞ is completed, set t ¼ tþ1 and AðtÞ ¼Xðt�1Þ.

2.2. The positive functions of the learning scheme

Generally speaking, the trial solution tx is generated by three
randomly selected individuals. Meanwhile, it also incorporates
conditional learning strategies in the mutation process.

� By randomly selecting yAXðtÞ, BLDE can learn from any
member in the present population. Because the elitism strategy
is employed in the BLDE algorithm, BLDE could learn from any
pbest solution in the population, unlike PSO, where particles
can only learn from their own pbest individuals.

� By randomly selecting zAAðtÞ, BLDE can learn from any mem-
ber in the last population. In the early stages of the iteration
process, individuals in the population XðtÞ are usually different
with those in AðtÞ ¼Xðt�1Þ. Combined with the first strategy,
this scheme actually enhances the exploration ability of the
population and to some extent, accelerates convergence of the
population.

� When bits of y coincide with the corresponding bits of z, trial
solutions learn from the gbest on the condition that randomly
selected xAXðtÞ differs from xgb on these bits. This scheme
imitates the learning strategy of PSO. The scheme can also
prevent the population from being governed by dominating
patterns because the increased probability Pfxgb;j ¼ xjg will lead
to a random mutation performed on tx, thus preventing
duplicates of the dominating patterns in the population.

In PSO algorithms, each particle learns from the pbest (the best
solution it has obtained so far) and the gbest (the best solution the
swarm has obtained so far), and particles in the swarm exchange

1 When a CoOP is considered, the real-value variables can be coded as bit-
strings, and consequently, a binary optimization problem is constructed to be
solved by binary-coded evolutionary algorithms.
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