
Robust passivity analysis of neural networks with discrete
and distributed delays

Hong-Bing Zeng a,b, Ju H. Park b,n, Hao Shen c

a School of Electrical and Information Engineering, Hunan University of Technology, Zhuzhou 412007, China
b Department of Electrical Engineering, Yeungnam University, 280 Daehak-Ro, Kyongsan 712-749, Republic of Korea
c School of Electrical and Information Engineering, Anhui University of Technology, Ma'anshan 243002, China

a r t i c l e i n f o

Article history:
Received 26 January 2014
Received in revised form
9 May 2014
Accepted 11 July 2014
Communicated by S. Arik
Available online 19 July 2014

Keywords:
Neural networks
Passivity
Delay
Lyapunov–Krasovskii functional

a b s t r a c t

This paper focuses on the problem of passivity of neural networks in the presence of discrete and
distributed delay. By constructing an augmented Lyapunov functional and combining a new integral
inequality with the reciprocally convex approach to estimate the derivative of the Lyapunov–Krasovskii
functional, sufficient conditions are established to ensure the passivity of the considered neural
networks, in which some useful information on the neuron activation function ignored in the existing
literature is taken into account. Three numerical examples are provided to demonstrate the effectiveness
and the merits of the proposed method.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

During the last few decades, neural networks have received
great attention due to their extensive applications in various fields
such as signal processing, pattern recognition, fixed-point compu-
tation and other scientific areas (see, e.g., [1–3]). Time delays are
inevitable in the implementation of artificial neural networks as a
result of the finite switching speed of amplifier. On the other hand,
neural networks usually have a spatial extent due to the presence
of a multitude of parallel pathways with a variety of axon sizes and
lengths, i.e., the conduction velocities along these pathways are
distributed. Thus, there is a distribution of propagation delays. As
is well known, the manifestation of time delays in neurons may
lead to some undesirable dynamic network behaviors such as
oscillation, instability or other poor performances. Therefore,
various issues of neural networks with time delays have been
addressed, and many results have been achieved in the literature
(see, e.g., [4–26] and the references therein).

It is well known that the dissipativity theory plays an impor-
tant role in the stability analysis of dynamical systems, nonlinear
control and other areas (see, e.g., [27–30]). Passivity, as a special
case of dissipativity, tells more than just stability, which relates the
input and output to the storage function, and hence defines a set of

useful input–output properties. The delay-independent passivity
of neural networks was addressed in [31,32]. In [33,34,40], delay-
dependent passivity conditions were obtained for uncertain
continuous-time neural networks with discrete delay. Recently, a
complete delay-decomposing approach was employed to study
the passivity of neural networks with time-varying delay in [35].
For neural networks with both discrete and distributed delays, the
problem of passivity analysis was addressed in [36–38]. By
employing an augmented Lyapunov functional, improved passivity
conditions were proposed in [39]. Nevertheless, some useful
information on the activation function was ignored in [39] and
thus the results can be further improved. In addition, to bound the
integral term in derivative of Lyapunov functional [36–39], unex-
ceptionally employ Jensen's inequality-based integral inequalities
or the free matrix approach. Very recently, a new integral inequal-
ity based on Wirtinger's inequality was proposed in [42], which is
less conservative than other integral inequalities derived by
Jensen's inequality. Therefore, the results in [36–39] are still
conservative and need to be further investigated.

This paper investigates the delay-dependent passivity of neural
networks with both discrete and distributed delays. By construct-
ing an augmented Lyapunov functional and utilizing a tighter
integral inequality to handle the integral term in derivative of
Lyapunov functional, some improved passivity conditions are
obtained, which are formulated in terms of linear matrix inequal-
ities (LMIs) and can be readily checked by existing convex
optimization algorithms. The effectiveness is verified by three
illustrating examples.
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Notations: Through this paper, NT and N�1 stand for the
transpose and the inverse of the matrix N, respectively; Rn denotes
the n-dimensional Euclidean space; P40 ðPZ0Þ means that the
matrix P is symmetric and positive definite (semi-positive defi-
nite); diag f⋯g denotes a block-diagonal matrix; JzJ is the
Euclidean norm of z; I and 0 represent the identity matrix and a
zero matrix, respectively. Matrices, if not explicitly stated, are
assumed to have compatible dimensions.

2. System description

Consider the following neural network with discrete and
distributed delay:

_xðtÞ ¼ �AxðtÞþWgðxðtÞÞþW1gðxðt�τðtÞÞÞþW2
R t
t� τðtÞ gðxðsÞÞ dsþuðtÞ

yðtÞ ¼ gðxðtÞÞ
xðtÞ ¼ ϕðtÞ; �τrtr0

8><
>:

ð1Þ
where xðtÞ ¼ ½x1ðtÞ; x2ðtÞ;…; xnðtÞ�T ARn is the neuron state vector;
u(t) and y(t) are the input and output vectors, respectively;
gð�Þ ¼ ½g1ð�Þ; g2ð�Þ;…; gnð�Þ�T denotes the neuron activation func-
tions; A¼ diagða1; a2;…; anÞ40, W, W1 and W2 are known inter-
connection weight matrices, and the delay, τðtÞ, is a time-varying
function with 0rτðtÞrτ ; _τðtÞrμ. ϕðtÞ is the initial condition. The
neuron activation function is assumed to satisfy the following
assumption.

Assumption 1 (Liu et al. [19]). The function gið�Þ in (1) is contin-
uous and satisfies

F �
i rgiðα1Þ�giðα2Þ

α1�α2
rF þ

i ; i¼ 1;2;…;n ð2Þ

where gið0Þ ¼ 0, α1, α2AR, α1aα2, and F �
i and F þ

i are known real
scalars.

Remark 1. The above assumption on the activation function was
originally proposed in [19], which is more general than
[33,34,36,37] since F �

i and F þ
i may be positive, zero or negative,

that is to say, the activation function under Assumption 1 may be
non-monotonic, non-differentiable, and unbounded. Thus, the
passivity condition developed in this paper is less restrictive than
[33,34,36,37].

Now, we are in a position to introduce the following definition
and lemmas, which are indispensable to derive the main result of
the this paper.

Definition 1 (Li and Liao [32]). The neural network (1) is said to
be passive if there exists a scalar γZ0 such that for all tf Z0

2
Z tf

0
yðsÞTuðsÞ dsZ�γ

Z tf

0
uðsÞTuðsÞ ds ð3Þ

under the zero initial condition.

Lemma 1 (Gu [45]). For any symmetric positive definite matrix
M40, a scalar γ40 and a vector function ω : ½0; γ�-Rn such that
the integrations concerned are well defined, the following inequality
holds:Z γ

0
ωðsÞ ds

� �T

M
Z γ

0
ωðsÞ ds

� �
rγ

Z γ

0
ωT ðsÞMωðsÞ ds

� �
: ð4Þ

Lemma 2 (Park et al. [41]). Given positive integers m and n, a scalar
βAð0;1Þ, a given R40, and two matrices W1, W2ARn�m, define, for
all vector ξARm, the function Θðβ;RÞ described by

Θðβ;RÞ ¼ 1
β
ξTWT

1RW1ξþ
1

1�β
ξTWT

2RW2ξ: ð5Þ

Then, if there exists a matrix XARn�n such that ½ R
XT

X
R�40, the

following inequality holds:

min
βA ð0;1Þ

Θðβ;RÞZ
W1ξ

W2ξ

" #T
R X

XT R

� � W1ξ

W2ξ

" #
: ð6Þ

Lemma 3 (Seuret and Gouaisbaut [42]). For any positive matrix Z
and for differentiable signal x in ½α; β�-Rn, the following inequality
holds:Z β

α

_xT ðuÞZ _xðuÞ duZ 1
β�α

Ω̂
T
ẐΩ̂ ð7Þ

where Ẑ ¼ diagfZ;3Zg and

Ω̂ ¼
xðβÞ�xðαÞ

xðβÞþxðαÞ� 2
β�α

R β
α xðuÞ du

" #
:

Lemma 4 (Petersen and Hollot [43]). Let H, E, and F(t) be real
matrices of appropriate dimensions with F(t) satisfying FT ðtÞFðtÞr I.
Then, for any scalar ε40,

HFðtÞEþðHFðtÞEÞT rε�1HHT þεETE:

3. Main results

Firstly, for simplicity of vector and matrix representation, the
following is denoted as

η1ðtÞ ¼ xT ðtÞ
Z t

t� τ
xT ðsÞ ds

� �T
;

η2ðtÞ ¼ ½xT ðtÞ gT ðxðtÞÞ�T ;
η3ðtÞ ¼ ½xT ðtÞ xT ðt�τðtÞÞ xT ðt�τÞ�T ;

η4ðtÞ ¼ gT ðxðtÞÞ gT ðxðt�τðtÞÞÞ
Z t

t� τðtÞ
gT ðxðsÞÞ ds uT ðtÞ

� �T
;

ξðtÞ ¼ ηT3ðtÞ ηT4ðtÞ
1
τðtÞ

Z t

t� τðtÞ
xT ðsÞ ds 1

τ�τðtÞ
Z t� τðtÞ

t� τ
xT ðsÞ ds

�
Z t� τðtÞ

t� τ
gT ðxðsÞÞ ds _xT ðtÞ

�T
;

K1 ¼ diagfF þ
1 ; F þ

2 ;…; F þ
n g;

K2 ¼ diagfF �
1 ; F �

2 ;…; F �
n g;

ei ¼ ½0n�ði�1Þn In 0n�ð11� iÞn�; i¼ 1;2;…;11:

Based on the Lyapunov–Krasovskii functional approach, the
following result can be obtained.

Theorem 1. The neural network (1) is passive if there exist 2n�2n-
matrices Pa40, Qa40, Sa40, X, Y, n�n-matrices R40, Z40, U1,
U2, diagonal matrices Λ140, Λ240, Λ340, D140, D240, and
scalars γZ0, such that the following LMIs are satisfied for τðtÞAf0; τg:
Ξo0; ð8Þ

Φ1 ¼
Sa X

XT Sa

" #
40; ð9Þ

Φ2 ¼
Z Y
YT Z

" #
40; ð10Þ

where

Ξ ¼ΠT
1PaΠ2þΠT

2PaΠ1þeT4ðD1�D2Þe11þeT11ðD1�D2Þe4
þeT1ðK1D2�K2D1Þe11þeT11ðK1D2�K2D1Þe1þΠT

3QaΠ3

�ð1�μÞΠT
4QaΠ4þeT1Re1�eT3Re3þτ2ΠT

3SaΠ3

þτ2eT11Ze11�ΠT
5Φ1Π5�ΠT

6Φ2Π6þΠT
7Π8þΠT

8Π7
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