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a b s t r a c t

This paper deals with the asymptotic properties of a class of nonlinear and non-autonomous neutral

type neural networks with distributed delays. By developing a new integral inequality and using the

properties of nonnegative matrix, we obtain the sufficient conditions for the existence of the global

attracting set of the considered delayed neural networks. The results have extended and improved the

related reports in the literature and the algebra criteria are easy to check and apply in practice.
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1. Introduction

The study of the stability and asymptotic properties of neural
networks have attracted the interest of a great number of
researchers in the past years, and many significant results have
been obtained [1–5,17–19]. However, the equilibrium point
sometimes does not exist in many real physical systems. There-
fore, an interesting subject is to discuss the attracting sets of the
neural networks with delays [6–10]. As is well known, inequality
technique is an important researching tool, see [11–16]. However,
the inequalities mentioned above are ineffective for studying the
asymptotic behavior of a class of nonlinear and non-autonomous
neutral type neural network with distributed delays. Motivated
by the above discussions, in this paper, we will improve the
inequality established in [11] such that it is effective for the
considered delayed neural networks. Combining with the proper-
ties of nonnegative matrix, some sufficient conditions ensuring
the global attracting set for a class of nonlinear and non-
autonomous neutral type neural network with distributed delays
are obtained. The results extend the earlier publications.

2. Preliminaries

In this section, we introduce some notations and recall some
basic definitions. E denotes unit matrix, R is the set of real
numbers and Rþ ¼ ½0,þ1Þ. ArBðAoBÞ means that each pair of

corresponding elements of A and B satisfies the inequality
‘‘r ðo Þ’’. Especially, A is called a nonnegative matrix if AZ0.

CðX,YÞ denotes the space of continuous mappings from
the topological space X to the topological space Y. Especially, let
C9Cðð�1,t0�,R

n
Þ with fAC is bounded on ð�1,t0�.

For xARn, AARn�n, jAC, tðtÞACðR,Rþ Þ, we define ½x�þ ¼
ð9x19,9x29, . . . ,9xn9ÞT , ½A�þ ¼ ð9aij9Þn�n, ½xðtÞ�þtðtÞ ¼ ðJx1ðtÞJtðtÞ, Jx2ðtÞ

JtðtÞ, . . . ,JxnðtÞJtðtÞÞ
T , JxiðtÞJtðtÞ ¼ sup0r srtðtÞ9xiðt�sÞ9, i¼ 1;2, . . . ,n.

We consider the following non-autonomous neural networks
with distributed delays
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xiðtÞ ¼jiðtÞ, �1otrt0, i¼ 1, � � � ,n,

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð1Þ

where xi(t) is the state of the ith unit at time t; aiðtÞZ0 denotes
the passive decay rate; bijðtÞ,wijðtÞ and hij(t) represent the weight
coefficients of the neurons; Ii,i¼ 1, . . . ,n is the external inputs;
f j,j¼ 1, . . . ,n are activation functions; tðtÞACðR,Rþ Þ is the trans-
mission delays, limt-þ1ðt�tðtÞÞ ¼ þ1. We always assume that
for any jAC, the system (1) has at least one solution through
ðt0,jÞ denoted by xðt,t0,jÞ or simply x(t) if no confusion should
occur.
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Definition 2.1 (Xu [11]). f ðt,sÞAUCt means that f ACðRþ �

R,Rþ Þ and for any given a and any e40 there exist positive
numbers B,T and A satisfyingZ t

a
f ðt,sÞ dsrB,

Z t�T

a
f ðt,sÞ dsoe, 8tZA: ð2Þ

Especially, f AUCt if f ðt,sÞ ¼ f ðt�sÞ and
R1

0 f ðuÞ duo1.

Definition 2.2. The set S�Rn is called a global attracting set of
(1), if for any initial value jAC, the solution xðt,t0,jÞ converges to
S as t-þ1. That is,

distðxðtÞ,SÞ-0 as t-þ1,

where distðf,SÞ ¼ infcA Sdðf,cÞ, dðf,cÞ is the distance of f to c in
Rn.

For a nonnegative matrix AARn�n, let rðAÞ denotes the spectral
radius of A.

Lemma 2.1 (Lasalle [20]). If AZ0 and rðAÞo1, then ðE�AÞ�1
Z0.

3. Main results

In order to obtain the asymptotic properties of Eq.(1), we first
establish the following integral inequality with delays.

Lemma 3.1. Let yðtÞACðR,Rn
þ Þ be a solution of the delay integral

inequality

yðtÞrGðt,t0ÞþB½yðtÞ�þtðtÞ þ

Z t

a1

Q ðt,sÞ½yðsÞ�þtðsÞ ds

þ

Z t

a2

Cðt,sÞ

Z s

a3

zðs,vÞ½yðvÞ�þtðvÞ dv dsþ J, tZt0, ð3Þ

yðtÞrjðtÞ, 8tA ð�1,t0�, ð4Þ

where Gðt,t0ÞACðR�R,Rn
þ Þ, BARn�n

þ , Q ðt,uÞACðR�R,Rn�n
þ Þ,

J¼ ðj1, . . . ,jnÞ
T
Z0, jðtÞACðð�1,t0�,R

n
þ Þ, ai is constant, i¼ 1;2,3.

Assume that the following conditions are satisfied:

ðA1Þ G¼
D

supt0 r so þ1Gðs,t0Þoþ1 and there exists constant matrix

P1Z0 such thatZ t

a1

Q ðt,sÞ dsþ

Z t

a2

Cðt,sÞ

Z s

a3

zðs,vÞ dv dsrP1 for 8tZt0: ð5Þ

ðA2Þ Let P¼P1þB, rðPÞo1.

Then there is a constant vector K40 such that

yðtÞo ðE�PÞ�1
ðKþ JÞ for tZt0: ð6Þ

Proof. From rðPÞo1 and Lemma 2.1, ðE�PÞ�1 exists and
ðE�PÞ�1

Z0. Then there is a constant vector K4G such that

jðtÞo ðE�PÞ�1K , 8tAð�1,t0�: ð7Þ

Combining with the continuity of y(t), if (6) is not true, then there
must be a constant t14t0 and some integer i such that

yiðt1Þ ¼ fðE�PÞ�1
ðKþ JÞgi, ð8Þ

yðtÞr ðE�PÞ�1
ðKþ JÞ for trt1, ð9Þ

where f�gi denotes the ith component of vector f�g.

Using (3), (5) and (9) and Gðt1,t0ÞoK , we obtain that

yiðt1ÞrfGðt1,t0ÞþB½yðt1Þ�
þ
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þ

Z t1
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þ
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Z s

a3
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o Kþ Bþ
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Q ðt1,sÞ dsþ

Z t1
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Cðt1,sÞ

��
Z s

a3

zðs,vÞ dv ds

�
ðE�PÞ�1

ðKþ JÞþ J

�
i

rfKþPðE�PÞ�1
ðKþ JÞþ Jgi

¼ f½PðE�PÞ�1
þE�ðKþ JÞgi

¼ fðE�PÞ�1
ðKþ JÞgi: ð10Þ

This contradicts the equality in (8), and so (6) holds. The proof is

complete. &

For convenience, we denote

AðtÞ ¼ diagfa1ðtÞ, . . . ,anðtÞg,

BðtÞ ¼ ð9bijðtÞ9Þn�n,

Wðt,sÞ ¼ ð9wijðt,sÞ9Þn�n,

HðtÞ ¼ ðhijðtÞÞn�n, ÎðtÞ ¼ ð9I1ðtÞ9, . . . ,9InðtÞ9Þ
T :

For (1), we suppose the following:

ðB1Þ: For any xjAR, jAN, there exist nonnegative constants
ĥij and lj such that 9hijðtÞ9r ĥij, 9f jðxjÞ9r lj9xj9, Ĥ ¼ ðĥijÞn�n,
L¼ diagfl1, . . . ,lng.

ðB2Þ: For 8tZt0, there exist constant matrices P1,P2Z0, and a
constant vector JZ0 such thatZ t

t0

e�
R t

s
AðvÞ dv

fAðsÞĤþBðsÞLg dsrP1,

Z t

t0

e�
R t

s
AðvÞdv

Z s

�1

Wðs�vÞL dv dsrP2,

Z t

t0

e�
R t

s
AðvÞdvÎðsÞ dsr J:

ðB3Þ: let P¼P1þP2þĤ , rðPÞo1.
ðB4Þ: ki ¼

D
inf t0 r sr t

R sþd
s aiðvÞ dv40 for some d40, i¼ 1;2, . . . ,n.

There exist nonnegative constants qij such that 9bijðtÞ9r
qijaiðtÞ, i,j¼ 1;2, . . . ,n;

R þ1
0 WðsÞ dsoþ1.

Theorem 3.1. Assume that ðB1Þ�ðB3Þ hold. Then (1) is uniformly

bounded.

Proof. By the variation of parameters formula and combining
with ðB1Þ, we can get for 8tZt0

9xiðtÞ9re
�
R t

t0
aiðvÞ dv

9jiðt0Þ�
Xn

j ¼ 1

hijðt0Þjjðt0�tðt0ÞÞ9

þ
Xn

j ¼ 1

ĥijJxjðtÞJtðtÞ þ

Z t
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e�
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s
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Xn

j ¼ 1

aiðsÞĥijJxjðsÞJtðsÞ

8<
:

þ
Xn

j ¼ 1

9bijðsÞ9ljJxjðsÞJtðsÞ

9=
;ds

þ

Z t

t0

e�
R t

s
aiðvÞ dv

Xn

j ¼ 1

Z s

�1

9wijðs�vÞ9ljJxjðsÞJtðsÞ dv ds

þ

Z t

t0

e�
R t

s
aiðvÞdvÎ iðsÞ ds: ð11Þ

That is,

½xðtÞ�þre
�
R t

t0
AðvÞ dv

½jðt0Þ�Hðt0Þjðt0�tðt0ÞÞ�
þ þĤ½xðtÞ�þtðtÞ

þ

Z t

t0

e�
R t

s
AðvÞ dv

fAðsÞĤþBðsÞLg½xðsÞ�þtðsÞ ds
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